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Abstract
Quantum computing is a new paradigm that may be able to solve some very specific and in-
teresting problems faster than classical computing. But to reach the regime where quantum
computers can outperform their classical counterparts, several crucial milestones must be at-
tained. Hardware needs to improve its error rates and qubit number, algorithms have to evolve
in order to be able to run correctly on noisy hardware, implementations and compiler should be
tailored to the targeted hardware, analysis of quantum programs and quantum states will likely
need improvements.

In this thesis, we study several of these milestones and extend over the state of the art,
trying to get closer to the quantum supremacy regime. We first implemented a non-trivial
quantum algorithm, analysed its behaviour and performed advanced resources estimation. From
this implementation and analysis, we confirmed that current quantum hardware could not run
such an implementation, even after taking into account hardware intricacies and an extensive
and comprehensive optimisation efforts. These optimisation efforts revealed a lack of tools to
synthetically visualise the quantum circuit that could guide optimisation similar to classical
computing ones. This omission led to the development of qprof, a quantum program analysis
tool able to efficiently provide a human-readable structure and cost report from the analysis of
a given quantum circuit.

Next, we present a classical algorithm to solve the qubit routing problem, one of the most
costly steps in quantum compilers, by taking into account hardware calibrations to tailor the
final solution to the targeted hardware. We describe how the algorithm works and find that
it can improve the fidelity of the quantum computations when it is used. We also implement
a variational algorithm to solve linear systems of equations and analyse its requirements and
behaviour when executed on real quantum hardware. Finally, we performed an extensive study
on single-qubit quantum noise and introduced a new visualisation of quantum states. Using this
new representation, we isolated errors in qubits prepared in a known quantum state that are
currently not corrected by the automatic calibration of quantum chips.
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Résumé
Le calcul quantique est nouveau paradigme qui serai en capacité de résoudre certains problèmes
spécifiques plus vite qu’un ordinateur classique. Mais pour atteindre le régime dans lequel les
ordinateurs quantiques seront plus efficaces que leurs équivalents classiques, plusieurs étapes
cruciales doivent être atteintes. Les taux d’erreur des puces quantiques actuelles doivent être
drastiquement améliorés, tout comme leur nombre de qubits, les algorithmes doivent évoluer
pour prendre en compte le taux d’erreur élevé des puces, les compilateurs et implémentations
doivent être adaptés à la puce quantique qui sera utilisée pour l’exécution et les façons d’analyser
des états ou programmes quantiques nécessitent des améliorations.

Dans cette thèse, nous nous concentrons sur certaines de ces étapes et améliorons l’état
de l’art en essayant de se rapprocher le plus possible du régime où les ordinateurs quantiques
auront un avantage sur les ordinateurs classiques. Nous commençons par montrer comment
nous avons implémenté un algorithme quantique non trivial et analysé son comportement ainsi
que les ressources nécessaires à son exécution. Cette analyse a confirmé que les puces quan-
tiques actuelles étaient incapables d’exécuter ce genre d’implémentation, même après avoir pris
en compte les subtilités dues au matériel et optimisé grandement le programme. Cet effort
d’optimisation a donné lieu à l’implémentation de l’outil qprof, un profileur de programme
quantique capable d’analyser des implémentations et de générer un rapport textuel et lisible
résumant la hiérarchie des appels et leur coût approximatif.

Nous présentons aussi un algorithme classique pour résoudre le problème du routage de qubit,
une des étapes les plus coûteuse en terme de portes quantiques additionnelles. Nous avons aussi
implémenté un algorithme variationnel permettant de résoudre des systèmes linéaires et analysé
son comportement sur les puces quantiques actuelles ainsi que les besoins en ressources afin
d’exécuter cet algorithme. Finalement, nous avons effectué une étude sur les erreurs présentes
sur des qubits isolés et introduit une nouvelle visualisation permettant de mettre en avant des
erreurs systématiques et non mitigées par les calibrations automatiques réalisées à intervalles
réguliers sur les puces.
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Contributions

The work described in this manuscript has been has been performed within a collaboration be-
tween CERFACS (Centre Européen de Recherche et Formation Avancée en Calcul Scientifique),
LIRMM (Laboratoire d’Informatique, Robotique et Microélectronique de Montpellier) and To-
talEnergies, that funded this PhD. The thesis started at a cornerstone moment of quantum
computing, when several world-wide companies introduced their own framework to help devel-
oping quantum algorithms. Some companies such as IBM even made publicly available some of
their quantum chip to let researchers perform experiments on real quantum hardware.

These incredible advances and the fact that experiments “hands-on” with a quantum com-
puter became possible helped a lot to change the public vision on quantum computing from
a purely theoretical field to a more practical research subject that might help in solving real-
world problems. But with this realisation came the question of the timescales involved and the
engineering and research efforts required to solve such problems using quantum computing.

This thesis aims at providing an answer to this question with the current state of the art
in quantum computing. More specifically, we study in this manuscript several questions related
to the application of quantum computing to solve scientific computing problems. The following
paragraph briefly introduce the different chapters of this thesis along with the work presented
in these chapters.

Chapter 1 (Introduction to Quantum Computing) We introduce the mathematical tools
and notations commonly used to define quantum computing and re-used in every section of
this manuscript. We define the different models of quantum computation and delve into the
definition of the gate-based model this work is based on. We end the chapter by introducing a
few visualisations that are re-used in Chapters 3 to 7.

Chapter 2 (Scientific computing and quantum computing) We review the problems
included in the “scientific computing” field and perform a more in-depth explanation of some
of the most representative and impactful applications that were made possible by the rise of
scientific computing. We then study how these problems are formulated using a mathematical
formalism, and list some of the classical algorithms and methods used to solve these mathe-
matically reformulated problems. The second part of the chapter is interested in the quantum
algorithms and methods that have been introduced in the last few years or decades to solve
these mathematical problems. The chapter ends by introducing the current state-of-the-art on
software and hardware used in quantum computing.

Chapter 3 (PDE solver) We implement a non-trivial partial differential equation solver
able to solve the 1-dimensional wave equation with Dirichlet boundary conditions. A complete
resources requirement analysis has been performed on the implementation and show that the
implementation is effectively able to solve the wave equation by testing it on a quantum computer
simulator and comparing it to the result obtained with classical methods. We finish the study by
reporting on our findings on the optimisation of the implementation and we present a real-case
study on the usage of profilers for quantum programs.
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Chapter 4 (qprof) We introduce a new software able to analyse any quantum circuit imple-
mentation and to output a profiling report. The tool introduced, called qprof (which stands for
quantum prof iler), is able to understand quantum circuit from a variety of different quantum
computing frameworks thanks to a framework-agnostic representation of the quantum circuit
model implemented specifically for qprof. Its performances are studied on several large quan-
tum circuits implementing Shor’s algorithm, Grover’s algorithm or the wave equation solver
presented in Chapter 3. The reports produced by qprof are standard and can be post-processed
with well-established tools to produce call-graphs, a very concise visual representation of the
hierarchy between each of the quantum routines used in the circuit. qprof has been the most
helpful tool when trying to optimise the quantum circuit implementation of Chapter 3.

Chapter 5 (Hardware aware compiler) We improve a crucial part of the quantum circuit
compiling stack by introducing a qubit-mapping algorithm able to dynamically change its results
according to the hardware calibrations data provided. In addition to the calibration-aware
method, we introduce an innovative way of choosing the kind of quantum gate that will be
inserted at each step of the algorithm. By introducing a new way of choosing, at each step,
the best quantum gate to insert in order to make the compiler quantum circuit compliant with
the hardware topology, the new method introduced outperforms its competitor both in terms
of circuit fidelity and additional gates while retaining a good asymptotic complexity and being
efficient in practice.

Chapter 6 (Variational quantum linear solver) We study the practical implementa-
tion of a variational quantum algorithm able to solve systems of linear equations. We start
by performing a review of the currently available quantum hardware, often denoted as Noisy
Intermediate-Scale Quantum (NISQ) hardware. With their low (often < 100) number of qubits
and their relatively high (typically ≈ 1% for 2-qubit quantum gates) error-rates, today’s quan-
tum hardware cannot realistically execute quantum algorithms such as Shor’s or Grover’s algo-
rithm. Variational quantum algorithms try to address this issue by reformulating the problem
as the minimisation of a cost function, which helps in reducing the size of the quantum circuits
executed. The runtime and convergence of the Variational Quantum Linear Solver (VQLS) al-
gorithm is then studied on several systems of linear equation of interest. The chapter ends by
comparing the results obtained on real quantum hardware with the different results obtained on
simulators.

Chapter 7 (Single qubit tomography visualisation) We end the manuscript by an ex-
ploratory study of single-qubit quantum state tomography as a way to improve our under-
standing of hardware noise through measurements. In this chapter we introduce a new way of
visualising single-qubit tomography data. We perform topography experiments on several quan-
tum chips from IBM and show that our new visualisation is able to highlight unexpected noise
features. We envision that this visualisation can be exploited to improve our understanding of
single-qubit noise as well has the impact of error-mitigation techniques on said noise. We also
note inconsistencies across the different reconstruction methods employed in the tomography
study and that are very likely due to systematic biases in the output of the quantum chips.
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Chapter

1
Introduction to Quantum Com-
puting

We start this manuscript by a short introduction to quantum computing. In Section 1.1 we
first dive into the historical steps and research milestones that ended up in the creation of the
field. Then, the mathematical framework used to describe quantum computing is introduced in
Section 1.3 and Section 1.2. Finally, a few visualisations that will be used across this manuscript
are introduced in Section 1.4.
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1.1 History of quantum computing

The story of quantum computing begins in the end of the 19th century with a few singular
behaviours observed by physicists that the theory of classical physics was unable to explain.
It was for example the case of what is now known as black-body radiation, for which classical
physics was failing to correctly describe all the features observed in practice.

A few decades of research forward, these “holes” in the theory of classical physics were
gradually patched by introducing several hypothesis that would explain on a case-by-case basis
the conflicting observations: energy is distributed as discrete quantas (or “energy elements” from
Planck’s initial formulation [1]), particles can show wave characteristics, and waves can exhibit
particle characteristics. Even though these assumptions were successfully explaining most of the
controversial behaviours observed physically, they were only a few patches introduced in order
to “fill the gap” in the current theory and a complete theory that would explain rigorously these
behaviours from the ground up was still missing.
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A real formalisation of the theory, now called modern quantum mechanics, only started in
1927 with Heisenberg formulating an early version of his famous uncertainty principle [2]. The
basis of the theory of modern quantum mechanics was then introduced in 1930 by Paul Dirac
in his famous textbook [3]. Two years later, John Von Neumann formulated a rigorous basis for
quantum mechanics using linear operators on Hilbert spaces [4], still widely used nowadays.

In parallel to the advances in our understanding of quantum physics, a new field that will
soon be called “computer science” is introduced in 1936 by Turing [5]. In his work, Turing
defines the theoretical framework that will ultimately lead to “computers”, machines able to
perform computations way faster than humans.

The reunion of these two fields, quantum mechanics and computer science, only happens
several decades later with the introduction and formalisation of “quantum computing”, a field
of researched concerned about performing computations by using the laws of quantummechanics.
The field of quantum computing has been initially formalised by Benioff [6, 7]. In his works,
Benioff defines (in 1980) and refines (in 1982) the idea of a quantum Turing machine, the
analogue of the classical Turing machine, the theoretical foundation of all modern classical
computing introduced by Turing.

The definition of a quantum Turing machine given by Benioff in [6, 7] is based on what will
be known later as Hamiltonian simulation, one of the motivational problem for the emergence
of research in the field of quantum computing and the subject of a foundational paper by
Feynman [8]. But the computational model defining “quantum computations” was not complete
up until the work of Deutsch introducing in 1985 the universal quantum Turing machine in [9].

Since the complete mathematical formalisation of what is a “quantum computation”, a lot
of research have been performed to find quantum algorithms, i.e., algorithms able to use the
additional properties offered by a quantum computer over its classical counterparts and that
may make it more efficient at solving some tasks. One of the first quantum algorithm showing
in practice that quantum computers are able to solve some problems faster than their classical
counterpart has been described by Deutsch and Jozsa in 1992. In their work [10], Deutsch and
Jozsa introduce a quantum algorithm able to solve in constant time a problem that requires a
classical computer to perform an exponential number of operations.

The algorithm introduced by Deutsch and Jozsa is the first of a long list of quantum al-
gorithms. Among the most important milestones in this list, one can cite the algorithms of
Grover [11], that showed a quadratic speed-up of quantum computing over classical computing
on a very generic problem, and Shor [12] that introduced a quantum algorithm able to find
the prime factors of a given integer exponentially faster than classical computers, leading to
the proof that most of the asymmetrical cryptography algorithms used in the world were not
“quantum-proof”, i.e., are easy to break with a quantum computer.

A particularly interesting algorithm for the content of this manuscript has been introduced
in 2008 by Harrow, Hassidim, and Lloyd in [13] and is able to solve sparse systems of linear
equations exponentially faster than what a classical computer might be able to1. This quantum
algorithm will be the entry point for new researches to apply quantum computing to the field
of scientific computing, which is the subject of this manuscript.

1.2 Models of quantum computation

Before diving into the mathematical framework formalising quantum computing and that we will
be using through this manuscript, we present in this section a few of the models used to describe
quantum computation. These models of computation helps in defining without ambiguity what
is a “quantum computation” and how it can performed. Knowing about the different models
of computation is important as quantum algorithms might be defined using any one of these

1All the assumptions underlying this claim are detailed later in this manuscript.
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models. In the framework of this manuscript, we will be mostly using the gate-based model
of computation presented in Section 1.2.3, with only a few cited algorithms using quantum
annealing, a relaxed version of the model presented in Section 1.2.1.

The first complete model of computation that defined what a “quantum computation” might
be is the universal quantum Turing machine, introduced by Deutsch in [9]. Since then, different
models of computation have been devised through the years. These models of computations are
more “practical” than the universal quantum Turing machine model in the sense that they are
easier to use and reason about for a computer scientist.

All the models presented in the next sections have been shown to be equivalent to the
universal Turing machine model. Loosely speaking, this means that they are all able to represent
any quantum computation. Moreover, any quantum computation described within one of these
model can be translated to any other model with only a small (polynomial) impact on its
asymptotic complexity.

1.2.1 Adiabatic quantum computing

The adiabatic model of computation have been first introduced by Farhi et al. in [14] and is
universal as shown in [15, 16].

The model of computation always follow the same 2-step pattern. First, prepare the qubits
the computation will happen on in a quantum state |φ0〉 that is known to be the ground state
of the Hamiltonian H0 representing the interaction currently applied on the qubits. Secondly,
change slowly the interaction Hamiltonian to H1, whose ground state encodes the solution to
our problem. If the evolution happens slowly enough, the state in which the qubits are left in
at the end of the evolution (i.e., when H1 is the interaction Hamiltonian) is the ground state of
H1. This is guaranteed by the adiabatic theorem that has been proved in [17].

1.2.2 Measurement-based quantum computing

Measurement-based quantum computing, also known as “One-way quantum computing”, is a
model of computation in which operation are only performed by single-qubit measurements
on a known quantum state. The model of measurement-based quantum computing can also be
decomposed into 2 main steps that are state-preparation and measurement: all the computations
start by preparing a known, highly entangled, quantum state and the actual computing logic is
implemented by performing successive single-qubit measurements on this quantum state. This
model as been first introduced by Raussendorf and Briegel in [18], and its universality when
using cluster states [19], has been proved in [20].

1.2.3 Gate-based quantum computing

The models of computation presented in Sections 1.2.1 and 1.2.2 are quite different from the
classical model of computation programmers and theoreticians are used to. Closer to well
known models of classical computation, the gate-based model of quantum computation is used
extensively in the quantum computing community. This model of quantum computation can be
described by a sequential process consisting of three steps.

First, all the qubits that will be used during the quantum computation should be initialised
to a known quantum state. It is common to initialise individually each of the qubits to the
|0〉 quantum state. This choice is motivated by the fact that the quantum state |0〉 is often
represented physically by the ground state of the qubit, which is “easy” to prepare. Then, the
actual computation is performed. Quantum gates are applied in a specified order to evolve the
qubits toward the desired final quantum state. Finally, one or more qubits are measured in order
to extract the result of the quantum computation.
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There exist a few variations to the gate-based model of quantum computation described
here, but these variations do not change the “computational power” of the model. To name a
few, the initial state might be changed to any other quantum state, mid-circuit measurements
or classical-feedback (i.e., using the result of a mid-circuit measurement to change the gates that
will be executed next) might also be allowed.

The description of the full quantum computation, containing the three steps of qubit initiali-
sation, quantum gate application and final measurements listed above, is often called a quantum
circuit. Quantum circuits are the most widely used way to represent a quantum algorithm in
the literature as of today. As noted in the beginning of this section, the gate-based is also very
close to the usual model of classical computing where instructions are executed sequentially on
a processing unit.

This manuscript will exclusively use the gate-based model of quantum computation and
quantum circuits to describe algorithms. In order to efficiently and unambiguously communicate
a quantum computation, we will use the standard representation of quantum circuits that is
described in Section 1.4.2.

1.3 Quantum computing theoretical framework

Before diving into the relationship between quantum computing and scientific computing, we
introduce the theoretical foundations that have been mostly introduced in [4] and are used to
describe quantum computations. Having a well established and robust framework that describes
the different components defining a “computation” is crucial. It allows to build algorithms
according to the rules defined, reason about their computational complexity, and restrict the
different models of computation to match with what is physically possible.

The theoretical framework formalising the field of quantum computing was introduced in
1932 by John Von Neumann in [4] and is still widely used nowadays. It makes an extensive use
of linear algebra to define each of the components used to formally explain what is a “quantum
computation”. This section is devoted to introduce these components. The definitions introduced
in the following paragraphs will be re-used throughout the document.

1.3.1 Closed quantum system

A quantum system can be any physical object, for example a few atoms, photons or electrons,
that can be measured to extract some physical property of the system such as momentum,
position, charge, etc. For a measured quantity that has N possible classical outcomes denoted
ψ0, ψ1, . . . , ψN−1, the quantum measurement outcomes are often written using the Dirac (or
bra-ket) notation: |ψ0〉, . . . , |ψN−1〉 (see Definition 2).

A closed quantum system is a quantum system that is supposed to be perfectly isolated from
any exterior interaction. Closed quantum systems are particularly useful as they are considered
to be systems on which we have full control, i.e., that does not experience any errors during the
computation.

Definition 1 (Hilbert space). A Hilbert space H is a complex-valued vector space equipped
with a scalar product 〈·, ·〉 that is:

• Conjugate symmetric:
∀(x, y) ∈ H2, 〈x, y〉 = 〈y, x〉 (1.1)

• Linear in its first argument:

∀(x1, x2, y) ∈ H3, ∀(a, b) ∈ C2, 〈ax1 + bx2, y〉 = a 〈x1, y〉+ b 〈x2, y〉 (1.2)
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• Positive definite:

∀x ∈ H,
{
〈x, x〉 > 0 if x 6= 0
〈x, x〉 = 0 if x = 0

(1.3)

Postulate 1 (State space and state vector). Any closed quantum system can be associated with
a corresponding Hilbert space H known as the state space. The system state is completely (but
not necessarily uniquely) described by its state vector, a unit-norm (according to the 2-norm)
vector in H.

Quantum states are often visually represented by using the standard Dirac (or bra-ket)
notation used in quantum mechanics and presented in Definition 2.

Definition 2 (Braket notation). The ket |·〉 is used to represent a vector (quantum state)
from the Hilbert space H considered when studying a particular quantum system. The bra 〈·|
represents the complex-conjugate of the corresponding ket, i.e.,

∀x ∈ H, 〈x| = |x〉† = |x〉T . (1.4)

The scalar product is often written using a condensed form of the braket notation:

∀(x, y) ∈ H2, 〈x, y〉 = 〈x| |y〉 = 〈x|y〉 . (1.5)

The quantum state representing the state of a given closed system is denoted as a pure
quantum state. Following Postulate 1, pure quantum states are represented as unit-norm vectors
in the N -dimensional Hilbert space defined by the orthonormal basis (|ψi〉)06i6N−1. As such,
any pure quantum state can be written as

N−1∑
i=0

αi |ψi〉 (1.6)

with αi ∈ C, ∀0 6 i 6 N − 1 and verifying the unit-norm condition

N−1∑
i=0
|αi|2 = 1 (1.7)

of Postulate 1.
The simplest quantum mechanical system, and the system we will be using the most in this

manuscript, is called the qubit. It is represented as a unit-norm vector from 2-dimensional state
space spanned by the orthonormal basis {|0〉 , |1〉}, also called the computational basis.

Definition 3 (Quantum superposition). One of the fundamental properties of a quantum system
that differentiate it from a classical system is superposition. Mathematically, a qubit is in a
“superposition” if its state can be written as

|ψ〉 = α |0〉+ β |1〉 (1.8)

with α 6= 0 and β 6= 0.

1.3.2 Quantum operations

In order to be able to perform computations on a quantum system we should be able to manip-
ulate its quantum state through the application of quantum operations. Quantum operations
are defined by Postulate 2 as unitary evolutions.
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Postulate 2 (Evolution of a closed quantum system). A closed quantum system evolution
between any initial time t1 and final time t2 is described by a unitary transformation. This
means that for any times t1 and t2, there is a unitary matrix U such that

|ψt2〉 = U |ψt1〉 . (1.9)

Equivalently, the state of a closed quantum system is governed by the Schrödinger equation

i
d

dt
|ψ〉 = H |ψ〉 (1.10)

where H is the Hamiltonian of the quantum system and the reduced Planck constant } has been
set to 1 (or equivalently absorbed in the Hamiltonian H).

Quantum operations (or evolutions) are often denoted as quantum gates, using an analogy
with logical gates from classical computing. In the particular case of a single isolated qubit,
several gates are of particular interest. Specifically, Pauli matrices X, Y and Z defined as

X =
(

0 1
1 0

)
, Y =

(
0 −i
i 0

)
, Z =

(
1 0
0 −1

)
(1.11)

widely used, along with the Hadamard gate denoted H and that acts as

H = 1√
2

(
1 1
1 −1

)
. (1.12)

1.3.3 Composite quantum systems

Two closed quantum systems Q0 and Q1 can be represented as one larger closed quantum system
Q, called a composite quantum system. In such a case, the state spaces and state vectors from
each of the independent and closed quantum systems Q0 and Q1 are composed according to
Postulate 3.

Postulate 3 (Composite closed quantum systems). The state space H of the composite closed
quantum system Q composed of two closed quantum systems Q1 and Q2 with state space H1 and
H2 can be described with the tensor product of H1 and H2:

H = H1 ⊗H2. (1.13)

The quantum states compose in the same way:

∀ (|ψ1〉 , |ψ2〉) ∈ (H1, H2), |ψ〉 = |ψ1〉 ⊗ |ψ2〉 ∈ H. (1.14)

The properties of the tensor product operation ⊗ allow to deduce that the dimension of
a composite quantum system is given by the product of the dimensions of its constituents.
Specifically, let Q0, Q1 and Q2 be three qubits (i.e., 2-dimensional state spaces), then the
composite system Q = Q0 ⊗ Q1 ⊗ Q2 is a 8-dimensional state space. In general, a composite
system composed of n qubits is a 2n-dimensional state space.

Composite quantum systems consisting of n qubits are very frequently used. When using the
standard computational basis, it is common to use the simplified notation |0〉⊗ |1〉⊗ |0〉 = |010〉
for these composite systems. Moreover, if the context is sufficiently clear, the notation can
be simplified even further by replacing the binary digits by their representation in base 10:
|010〉 = |2〉.

Note that this notation needs context at least to avoid any confusion on the endianness
convention used (either big-endian |10110〉 = |24〉 or little-endian |10110〉 = |13〉) and the actual
number of qubits used (the state |2〉 might be interpreted, using the big-endian convention, as
|10〉, |010〉, |0010〉, . . . ).



1.3. Quantum computing theoretical framework 11

Definition 4 (Quantum entanglement). The second fundamental property of quantum physics
that complements the quantum model of computation is entanglement. Mathematically, two
quantum systems are entangled when it is not possible to write their quantum state as a tensor
product of the individual state of each system. In other words, it is not possible to describe
fully one of the entangled quantum system without considering the other.

For example, the Bell state ∣∣∣Ψ+
〉

= |01〉+ |10〉√
2

(1.15)

is entangled because it impossible to express it as a tensor product of two single-qubit states:

(α1 |0〉+ β1 |1〉)⊗ (α2 |0〉+ β2 |1〉) (1.16)

with |α1|2 + |β1|2 = 1 and |α2|2 + |β2|2 = 1. On the other side, the state

|00〉+ |01〉√
2

= |0〉 ⊗ |0〉+ |1〉√
2

(1.17)

is not entangled as it can be decomposed as the tensor product of two 1-qubit states.
The introduction of entanglement raise the question of how it is created between two quantum

systems. As for any manipulation involving quantum states, entanglement between two quantum
systemsQ0 andQ1 is created via the application of a specific quantum operation to the composite
quantum system Q = Q1 ⊗Q2.

A particularly interesting group of quantum gates when it comes to entanglement are con-
trolled gates that are able to apply a quantum operation to a quantum system (called target)
conditionally to the state of another quantum system (called control). One of the most used
controlled quantum gate is probably the controlled-NOT (also called controlled-X or CX). It
applies the X quantum gate (see Equation (1.11)) to a target qubit only when the state of the
control qubit is |1〉. The matrix representation of the CX gate when qubit are read using the
big-endian ordering is

CX = |0〉 〈0| ⊗ I + |1〉 〈1| ⊗X =


1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

 . (1.18)

In general, controlled quantum gates are not limited to one control qubit and can have an
arbitrary number of controls. In this case, the underlying quantum operation is applied only if
all the control qubits are in the state |1〉. The n-controlled-X gate that is the analogue of the
CX gate with n control qubits can be written as

CnX =
2n−2∑
i=0
|i〉 〈i| ⊗ I + |2n − 1〉 〈2n − 1| ⊗X. (1.19)

The 2-controlled-X gate is commonly named the Toffoli gate.

1.3.4 Quantum measurement

Considering a quantum system to be perfectly and completely isolated from the outside world
and evolving unitarily does raise a major issue: how does an implementer is supposed to read
the result of the quantum computation if the system the computation was performed on is not
reachable nor observable?

In practice, in order to measure the result of any quantum computation, the quantum system
used to perform the computation will need to be measured (or observed) by an external physical
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system, a measurement device, that will make the result of the measurement available to the
experimenter. This means that, when measuring a quantum state, the quantum system is no
longer isolated and the quantum state might experience non-unitary transformations.

Postulate 4 (Quantum measurement or Born’s rule). A given quantum measurement is repre-
sented by a set of measurement operators {Mm} with m representing the index of the measure-
ment outcome associated with the measurement operator Mm. For a given quantum state |ψ〉,
the probability of measuring the outcome m is

〈ψ|M †mMm |ψ〉 (1.20)

and the quantum state after the measurement is

Mm |ψ〉√
〈ψ|M †mMm |ψ〉

. (1.21)

In order for the measurement operators to be physically meaningful, they should check∑
m

M †mMm = I (1.22)

where I is the identity matrix. The above condition ensures that the measurement probabilities
sum to 1 when considering all the possible outcomes m.

For closed quantum systems, a special case of Postulate 4 is used to model the measurement
operation: Projection-Valued Measurement (PVM) or projective measurement. A PVM is fully
described by a hermitian operator M with spectral decomposition

M =
∑
m

mPm (1.23)

where m is an eigenvalue of M and Pm a projector onto the eigenspace of M associated with m.
The possible measurement outcomes for the measurement encoded by M are its eigenvalues m,
and the probability of measuring the outcome m on the state |ψ〉 is

〈ψ|Pm |ψ〉 . (1.24)

After the measurement, if the measured quantity was m, the state |ψ〉 becomes

Pm |ψ〉√
〈ψ|Pm |ψ〉

. (1.25)

The most simple example of a PVM is the Pauli Z matrix, often denoted as σz. When
explicitly writing down the spectral decomposition of the σz matrix

Z = σz =
(

1 0
0 −1

)
= 1×

(
1 0
0 0

)
+ (−1)×

(
0 0
0 1

)
= |0〉〈0| − |1〉〈1| (1.26)

we end up having a PVM with the measurement outcomes 1 and −1, projecting onto the
sub-spaces created by the eigenvectors |0〉 and |1〉, i.e., the computational basis. This is the
reason why the standard measurement in quantum computing hardware is often denoted as a Z
measurement: the Z Pauli matrix is a PVM that models a measurement in the computational
basis.
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1.3.5 Non-closed quantum systems

In Section 1.3.4 we had to introduce briefly the notion of non-closed quantum system in order to
model quantum measurement. But the assumption that a given quantum system can be perfectly
isolated does not hold in practice due to the immense engineering effort it would require, if at
all possible.

Non-closed quantum systems can be modelled by quantum states known as mixed states. A
mixed state is essentially a probability distribution of pure quantum states. Mathematically,
mixed quantum states are represented using the density operator formalism. Density operators
are represented using density matrices, conventionally denoted by the Greek letter ρ, that are
positive-definite, hermitian and of unit trace.

The density matrix representing a quantum state that is in the state |ψi〉 with a classical
probability pi is

ρ =
∑
i

pi |ψi〉〈ψi| . (1.27)

The density matrix representing the pure quantum state |ψ〉 is simply ρ = |ψ〉〈ψ|.
The operations described in Sections 1.3.2 and 1.3.4 have to be re-defined for the density

matrix formalism. Quantum gates are still represented as unitary matrices but applying a
unitary transformation U to the quantum state represented by the density matrix ρ gives the
density matrix

ρ′ = UρU †. (1.28)

Equivalently, quantum measurements can be re-framed into the density matrix formalism. Let
Mm be measurement operators and Tr [·] be the trace operation, the probability of obtaining
the result m by measuring the quantum state ρ is

p(m) = Tr
[
Mm

†Mmρ
]
. (1.29)

After measuring m, the quantum state ρ becomes

ρm = MmρMm
†

Tr
[
Mm

†Mmρ
] . (1.30)

This definition completes the theoretical framework used in quantum computing. But before
diving into the relationship between quantum computing and scientific computing in Chapter 2
we should mention the different models of computations that have been devised and used across
the years and formalise a few visualisations that will be used across the manuscript.

1.4 Visual representations in quantum computing
Visual representations of computations are of prime importance in quantum computing as they
are a very efficient way to represent high-level algorithms in a standard and well-known format
that is very quick to parse visually. Even though writing down the algorithm used to generate
the quantum computation is the most precise way of describing the said computation, the visual
representation allows a high-level overview of the main steps of the algorithm implementation
and as such is very much complementary to the written-down version.

In general, visualising a generic quantum state is a hard task. But being able to visualise
quickly small (i.e., 1-qubit) quantum states may help in understanding how they evolve when
quantum gates are applied on them, which proved to be a good tool to visualise dynamical-
decoupling sequences and single-qubit decoherence.

In this manuscript, we use extensively the quantum circuit visualisation presented in Sec-
tion 1.4.2. Moreover, Chapter 7 extensively use the 1-qubit state visualisation introduced in
Section 1.4.1.
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1.4.1 Visualisation of quantum states

As defined in Section 1.3.1, pure quantum states can be represented by a state vector. A n-qubit
pure quantum state is represented by a vector of 2n complex numbers. The total number of
degrees of freedom of a n-qubit pure quantum state is

dfpure (n) = 2n+1 − 2 (1.31)

as each of the 2n complex number has 2 degrees of freedom, the unit-norm condition removes
one degree of freedom and the fact that quantum states only differing by a global phase are
equivalent also fixing one degree of freedom.

When considering mixed states the density matrix formalism is used, as defined in Sec-
tion 1.3.5. A n-qubit mixed state is represented by a positive semi-definite, hermitian matrix of
trace 1. Counting the degrees of freedom of such a matrix leads to

dfmixed (n) = 22n − 1 = 4n − 1 (1.32)

degrees of freedom.
Any visualisation attempting to represent faithfully a n-qubit pure (resp. mixed) quantum

state should be able to represent its 2n+1−2 (resp. 4n−1) degrees of freedom in a readable way.
This task quickly becomes unmanageable due to the exponential scaling of the number of degrees
of freedom for both pure and mixed quantum state and the fact that visualising high-dimensional
data is a hard problem as it requires to project the data to a 2- or 3-dimensional space and
making sure that the projected data is easily interpretable. But even though representing large
quantum states graphically seems to be an unbearable task, there exist ways to represent few-
qubit quantum states.

Note 1. For n = 1, dfpure (1) = 2 and dfmixed (1) = 3. This means that any 1-qubit pure
quantum state can be described by 2 independent parameters, and 3 independent parameters
are needed for a generic 1-qubit mixed quantum state.

The Bloch sphere is probably one of the most well-known visualisation for n = 1 qubits. In
order to define correctly the visualisation, let consider a generic 1-qubit mixed state represented
by its density matrix ρ.

Theorem 1 (Pauli decomposition). Any 2× 2 density matrix ρ can be decomposed as

ρ = 1
2 (I + ~a · ~σ) = 1

2 (I + axσx + ayσy + azσz) (1.33)

where ~a ∈ [−1, 1]3 is called the Bloch vector and should check |~a| 6 1.

Possible values for the different coordinates of the Bloch vector are exactly defining the unit
sphere in 3 dimensions, called the Bloch sphere in this context. Any mixed quantum state can
be represented as a point, defined by its Bloch vector ~a, within the Bloch sphere. Pure quantum
states are represented by a Bloch vector ~a such that |~a| = 1, i.e., points on the surface of the
Bloch sphere. An example of the Bloch sphere can be seen in Figure 1.1.

1.4.2 Representation of quantum computation

Quantum circuits, the element representing a computation in the gate-based model, is a con-
venient, easy-to-understand and standard representation of an actual quantum computation.
It allows one to uniquely and unambiguously represent any quantum computation using the
gate-based model.
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Figure 1.1: Representation of a 1-qubit quantum state |ψ〉 on the Bloch sphere. γ = |~a| = Tr
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Figure 1.2: Standard quantum circuit visualisation. The content of this image is described in Sec-
tion 1.4.2.
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In this manuscript, we will mostly focus on the gate-based model of quantum computations
presented in Section 1.2.3. Consequently, quantum computations will be represented using the
quantum circuit formalism.

The standard visualisation used to represent a quantum circuit can be seen in Figure 1.2. In
the standard representation of a quantum circuit, each classical and quantum bit is represented
by an horizontal line. Classical (resp. quantum) bits are often denoted with the letter c (resp.
q). The classical (resp. quantum) bits might be indexed, in which case the index is added near
the qubit label, for example c3 (resp. q3). Classical or quantum bits that serve the same purpose,
e.g., several bits that are part from the same register, might be grouped together as a unique
horizontal line when there is no ambiguity.

Time evolves from left to right so qubits start in their initial state at the left-end of their
corresponding line and operations applied on a specific line (i.e., qubit) have to be executed
following their order from left to right. The operations ordering across qubits is not defined,
meaning that an operation O1 on a given qubit being “before” (i.e., to the left of) another
operation O2 on a different qubit does not imply that O1 is executed before O2.

In the first block of Figure 1.2, labelled 1, quantum register are all initialised in the state
|0〉. Qubits might be named after their purpose, for example qin for an input qubit or qcarry for
a qubit that will store the carry of an half-adder. Explicitly writing the |0〉 state is not required
as, by default, the qubits are supposed to be initialised in the |0〉 state. The initial value of
classical bits (or registers) is also often striped out from the visualisation as classical register
will most of the times be initialised when performing a quantum measurement.

The second block in Figure 1.2 contains quantum operations, also known as quantum gates.
Quantum gates are represented by rectangles and are overlapping with the horizontal lines
representing the qubits they act on. For example, the first quantum gate applied on qubit q0 is
the Pauli X gate. Similarly, the first gate applied to q2 is a Hadamard gate H.

The third gate applied in the quantum circuit represents a controlled-X operation: a small
filled black dot appears on the control qubit q0 and the gate (here an alternative representation
of the X gate) is applied on q2. Multiply-controlled quantum gates are shown just after the
controlled-X gate with two Toffoli (or doubly-controlled X) gates. The first Toffoli is controlled
by q0 and q1 whereas the second Toffoli gate is controlled by q0 and q2.

Finally, the third and last block represents the measurement operations applied at the end
of the quantum computation. A quantum measurement “gate” is always applied on a quantum
and a classical bit (or register). Without any precision, measurements are performed in the
computational basis (or Z basis). In order to avoid any ambiguity about the target classical bit
of each quantum measurement, a small index may be added near the classical register horizontal
line. In Figure 1.2, the result of the quantum measurement performed on q0 is stored in the
classical bit 0.

The final states of the classical or quantum bits might also be explicitly represented as in
the quantum circuit visualisation example in Figure 1.2.
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2
Scientific computing and quan-
tum computing

In this PhD we are interested by the potential applications of quantum computing to the scien-
tific computing field. This chapter is dedicated to introduce a few representative problems that
are studied within the scientific computing field. Most of the problems encountered in this field
can be re-phrased using one out of three generic problems that are linear systems, partial dif-
ferential equations and optimisation problems. These mathematical formulations are formalised
and several classical algorithms used to solve them are presented in this chapter. Finally, we
introduce some of the quantum algorithms that have been devised to solve these mathematical
problems, starting by the special case of Hamiltonian simulation and following with quantum
algorithms that can be applied to solve systems of linear equations, partial differential equations
or optimisation problems.
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2.1 Scientific computing

Scientific computing encompasses a variety of different research fields that all have in common
their usage of computers to improve the understanding of complex problems and how to solve
them. Since the inception of the field, a large number of problems have benefited from the
power offered by computers. Thanks to its wide range of application and to the importance of
the problems it is able to solve, scientific computing is nowadays a very attractive field of research
that allows researchers and companies to push further the boundaries of what is possible. We
present in Section 2.1.1 some applications that were made possible thanks to the advances of
scientific computing. It turns out that most of these applications are instances of only a few
mathematical problems that are presented in Section 2.1.2. Finally a summary of the state of
the art of the hardware and tools used in the field is performed in Section 2.1.3.
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2.1.1 Examples of applications scientific computing

The number of research problems that take advantage of the drastic increase of computing
power we have seen in the last few decades or that are using this computing power today is
substantial. The domains that have been heavily impacted range from weather forecast to
financial optimisation, with applications in engineering, social sciences or astrophysics. Some of
these applications are explained and developed in the following paragraphs.

Weather forecast

One of the most iconic examples of field that has been revolutionised by computers is probably
weather forecast. The goal of weather forecast is to predict accurately the weather conditions
(temperature, humidity, wind, rain, etc.) at a given physical location at a given time, having
access to anterior weather data. The accurate prediction of such quantities involves solving
complex physical process taking place in the atmosphere of the Earth and requires the collection
and aggregation of large amounts of data on past weather conditions.

The complexity of the equations involved along with the accuracy requirements and the
large amount of weather data that should be processed in order to predict the weather naturally
led to a numerical approach of the problem. One of the first successful attempt at predicting
the weather was performed on the ENIAC computer after at least one unsuccessful attempt at
solving the equations by hand-calculation [21].

Since then, the accuracy of weather forecast has been tremendously improved thanks to the
continuous increase of computing power available, the greatly enhanced quality of weather data
collected by meteorological stations and new numerical methods introduced.

Numerical simulation in the aeronautic industry

Building fast, secure and efficient planes is huge challenge that involves solving multiple problems
from radically different fields.

Due to the relatively high speed at which planes operate, they are particularly subject to
friction forces that ultimately reduce their efficiency through a loss of energy. In order to
minimise the effect of friction over the plane, its aerodynamics should be studied and improved.
The cost of designing, building and testing each and every envisioned variations of a plane in
order to determine which one result in the best aerodynamics (i.e., the less impact of friction
forces on the plane) would be tremendous and it turns out that simulating the aerodynamics of
the plane numerically is a way more affordable way.

But the study of aerodynamics is far from being the only problem encountered in aeronautic
industries. Another source of improvement that have been extensively studied (and still is)
concerns the engines efficiency. The more efficient an engine is, the less fuel it will need to
consume in order to complete a flight, which directly translates into reduced costs, pollution
and engineering to design a plane with a large enough tank.

This leads to yet another problem solved via numerical simulations: plane design and struc-
ture. The problem is to assert if a given plane design is able to withstand the physical constraints
imposed on the plane at take-off, landing and during the flight.

Finally, scientific computing and the increased computing capabilities are also used to op-
timise the aircraft take-off, known as the “aircraft climb optimisation problem”, in which all
the decisions from the take-off runway to the cruise phase are optimised to try to reduce to the
minimum the overall consumption of fuel.

Structure optimisation and simulation

Aerodynamics and structural integrity studies are also central problems in other industries such
as the automotive industry or in civil engineering.
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Despite having a way lower operational speed than planes, cars are also subject to non-
negligible aerodynamic friction forces which are detrimental to their efficiency. In addition to
the study of their aerodynamic behaviour at different speeds, numerical simulations also help in
planning the structural integrity the car and how its interior will be deformed in the event of an
accident.

Computers are also used to perform structural integrity simulations of buildings or bridges
in diverse situations such as earthquakes or strong wind. These simulations are able to check
numerically if a given building design will be able to withstand earthquakes of a given intensity
and how their structure will react to such an event, the final goal being to ensure that the
building will not collapse if an earthquake happens. Numerical simulations are also used to
modelise the effects of different wind profiles and intensity on the building by predicting the
situations where the it will be able to dampen resonance behaviours correctly.

Process optimisation

Scientific computing can also be used to solve problems based purely on the optimisation of a
quantity (i.e., that do not require the simulation of a physic system). A well known optimisation
problem that has several applications nowadays is the recommendation problem that consists in
providing suggestion for new content or items to a specific user, knowing its preference for other
contents or items and in general the preferences of multiple users. This problem is encountered
in many online streaming services when trying to optimise the time spent using the service and
on e-commerce websites to increase the volume of items sold.

A lot of “public use” infrastructures also require to solve complex optimisation problems. For
example, the problem of train scheduling can be reformulated as a large optimisation problem
that consists in maximising the “value” of the train offer to users (i.e., having trains as frequently
as possible while still being profitable and avoiding delays in case of problems) while obeying
to constraints such as the minimum required safety distance between each trains, the maximum
number of trains that can be stopped in a station at a given time, etc.

2.1.2 Mathematical problems encountered in scientific computing

Each of the problems or applications listed in Section 2.1.1 can be modelled as an instance of an
abstract mathematical problem. This section introduces three of the most used mathematical
problems in the field of scientific computing in general: systems of linear equation ( Section 2.1.2),
partial differential equations ( Section 2.1.2) and general optimisation problems ( Section 2.1.2).

Systems of linear equations

Solving a system of linear equations is a problem that arises frequently in scientific computing
applications and that has been studied for decades. A system of linear equation is a set of one or
more linear equations involving the same variables. A simple example is given in Equation (2.1).{

3x+ y = 0
y + 3 = 0

(2.1)

Generically, a system of linear equations with m linear equations and n variables can be
written down as 

a11x1 + a12x2 + · · · + a1nxn + b1 = 0
a21x1 + a22x2 + · · · + a2nxn + b2 = 0

...
am1x1 + am2x2 + · · · + amnxn + bm = 0

(2.2)
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where the aij and bi can be real, complex, or even more generic elements provided that the
operations of addition and multiplication are well defined operations on these elements.

Systems of linear equations are often re-phrased using the linear algebra formalism of vectors
and matrices. Using this formalism, the generic linear system in Equation (2.1) becomes

Ax+ b = 0 (2.3)

with

A =


a11 a12 · · · a1n
a21 a22 · · · a2n
...

... . . . ...
am1 am2 · · · amn

 (2.4)

and

b =


b1
b2
...
bm

 . (2.5)

Partial differential equations

Partial different equations (PDEs) are probably one of the most used mathematical formalism
to describe the evolution of any physical system independently of its size or complexity. In the
formalism of PDEs, the state of the system studied is described by a function (often denoted by
f , u or v) that verifies a set of equations involving its partial derivatives. The function values
are unknown for most of its inputs, and the problems described by this PDEs requires to find
the values of the function for some set of inputs.

One of the most simple example of partial differential equation describes how heat spreads
in a conductive material with thermal diffusivity α. For a 3-dimensional material, the function
u(x, y, z, t) that gives the temperature at the point (x, y, z) at time t follows the following
equation

∂u

∂t
= α∆u = α

(
∂2u

∂x2 + ∂2u

∂y2 + ∂2u

∂z2

)
(2.6)

with ∆ the differential operator often called “Laplacian”.
In order for the partial differential equation to be well-defined, the values of the solution

should be restricted for some sets of inputs, often called initial conditions or boundary conditions
depending on the input variables used.

For example, the temperature of an empty room filled with a uniform gas (e.g., air) at an
initial temperature t0 = 10K, that has a thermal diffusivity of α, and with a discrete source of
heat located at the point (0, 0, 0) and initially at the temperature T0 = 1000K is given by the
solution of Equation (2.6) equipped with the initial conditions{

u (0, 0, 0, 0) = T0

u (x, y, z, 0) = t0, ∀ (x, y, z)
. (2.7)

Another good example is the temperature of piece of another material M (e.g., metal) at an
initial temperature t0 = 300K (i.e., 26.85◦C which is approximately room temperature) and with
a thermal diffusivity of α that is immersed into boiling water that always stay at temperature
T = 100◦C = 373.15K. The temperature evolution of the material M is given by the solution
of Equation (2.6) equipped with the initial and boundary conditions{

u (x, y, z, 0) = t0, ∀ (x, y, z) ∈M
u (x, y, z, t) = T, ∀t > 0, ∀ (x, y, z) 6∈M

. (2.8)
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The heat equation shown in Equation (2.6) is one simple example of a PDE but there exist
plenty of other, often more complex, PDE that describe the evolution of physical systems. Exam-
ples include PDEs describing fluid mechanics (Navier-Stokes equations), electric and magnetic
fields (Maxwell’s equations), the price evolution of a European call or put in the Black-Scholes
financial model (Black-Scholes equation) or the evolution of systems abiding to the rules of
quantum mechanics (Schrödinger equation).

Optimisation problems

Optimisation problems can be found everywhere, from finding the best path to take in order to go
to a specific location to trying to optimise an industrial process. The most generic mathematical
formulation for an optimisation problem is

x∗ = arg min
x∈X

f(x) (2.9)

with X the space of possible solutions, f a function that returns a real value (often called “cost
function”) and x∗ ∈ X the optimum value that minimises the value of f(x).

Optimisation problems are often split into two categories depending on whether the set of
possible solutions X is discrete or continuous. If X is discrete then the optimisation problem
is called a combinatorial optimisation problem or discrete optimisation problem. Else, if X is
continuous (e.g., [0, 1], R or R8), the optimisation problem is a continuous optimisation problem.

2.1.3 How are these problems solved on classical computers?

Most of the problems encountered in practical applications requires to solve an instance of one
of the mathematical problems listed in Section 2.1.2. In practice, the problem instances are too
large to be solved by manual computations and computers need to be used.

This is where scientific computing come into play and combine the compute power of classical
computers, that are able to perform an incredible number of operations per seconds, with decades
of research on algorithms and tools to implement, debug and benchmark these algorithms.

Classical computing algorithms

The first important piece that is needed to solve the problems described in Section 2.1.2 and con-
sequently help solving applications listed in Section 2.1.1 are algorithms. Each of the problems
described in Section 2.1.2 has been extensively studied, which led to a number of algorithms
being devised to solve them. The following paragraphs introduce some of these algorithms.

Partial differential equations, as shown in Section 2.1.2, are often solved by approximating
them as systems of linear equations. There are a variety of approximation methods, each with
advantages and drawbacks that should be taken into account in order to ensure that the ap-
proximation performed is valid for the problem studied. Known approximations include finite
differences, finite elements, finite volumes, multi-grid or spectral methods [22, Chapter 2]. Some
algorithms have also been devised for specific fields such as computational fluid dynamics (CFD)
that uses lattice Boltzmann methods or specific approximations for turbulent flows such as the
Reynolds-Averaged Navier-Stokes (RANS) or Large Eddy Simulation (LES) methods [23].

As one of the central piece of scientific computing, systems of linear equations have been
thoroughly studied and a plethora of algorithms exist to solve instances of this problem. The
standard numerical method to solve a generic square system of linear equations is a version of
Gaussian elimination that has been improved in order to avoid numerically unstable operations
that can occur during the algorithm. If the same system of linear equations should be solved
for several right-hand sides, it is more efficient to first perform the LU decomposition of the
system’s matrix, which costs as much as the Gaussian elimination algorithm but allows to solve
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any subsequent systems with the same matrix much faster. Even though the method based on
LU decomposition is able to solve any square system of linear equations, more efficient methods
have been devised for special classes of systems. If the system’s matrix is symmetric and positive
definite then using a method based on Cholesky decomposition is twice as fast as using the LU
decomposition. Also, using Levinson recursion is a more efficient algorithm to solve systems
of linear equations represented by a Toeplitz matrix. Finally, for very large or sparse systems
of linear equations, iterative methods are often used to approximate to a sufficient degree of
precision the solution [22].

When considering optimisation problems, the distinction between discrete and continuous
problems is fundamental. In fact the algorithms used to solve a discrete optimisation problem
are radically different from the algorithms able to solve a continuous problem.

Continuous optimisation problems are characterised by a continuous set of possible solutions
X that is most of the time considered to be a subset of Rn. In this case, the cost function is
defined as f : X ⊆ Rn → R and can be studied using well established results from calculus.
In particular, the type of algorithm that may be used to solve the minimisation problem will
depend on the ability to compute numerically the partial derivatives of f . If none of the partial
derivatives of f can be numerically computed, the available optimisations algorithm will rely on
heuristics methods. If the gradient of f can be obtained numerically, gradient descent algorithms
or variation thereof can be used. Finally, if the Hessian (i.e., the second-order partial derivatives)
of f can be numerically computed at an acceptable computational cost, the Newton algorithm
may be used to minimise the value of f .

Discrete optimisation problems are more diverse than their continuous counterparts and do
not fit a unique model, which lead to very diverse algorithms to solve them and even often
problem-specific algorithms. This is for example largely the case on discrete problems defined
on graphs, with for example the Dijkstra or A* algorithms that are specifically built to solve the
shortest path problem and cannot solve any other problem. The simplex algorithm is another
famous algorithm, that has been specifically devised to solve linear programming problems.

Classical hardware, programming languages, libraries and compilers

The algorithms described in the previous section are theoretical constructions, very much like
recipes that explain a succession of steps that have to be executed in the correct order to solve
a specific problem.

The increasing size of numerical problems directly translates in an increase of the number
of operations that are performed by these algorithms, up to numbers of operations that are no
more realistically computable by a human. This led to the introduction of computers, machines
that are able to perform operations at an incredible speed and with a very low probability of
errors.

The ever-increasing need to solve bigger instances of the problems introduced in Section 2.1.2
pushed the computing power of computers to an incomparable level. Figure 2.1 shows the
evolution of the computing power (in FLoating-point OPerations per Seconds, often abbreviated
FLOPS or FLOP/s) of the 500 most powerful computers with publicly available benchmarks
since 1993.

The increase of computing power witnessed in the last decades came with an increase of
the computers physical and logical complexity, with the necessity to distribute computations
over several thousands processing units that might have different characteristics. Due to the
hardware complexity, a large number of tools have been devised to help performing computations
efficiently on this kind of hardware.

One of the first abstraction and tool introduced to lower down the complexity of writing
code for a specific hardware are compilers and programming languages. The introduction of
these tools allowed each programmer to implement algorithms by using a “programming lan-
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Figure 2.1: Evolution of the compute power of computers in the TOP500 ranking from 1993 to 2022.
Image obtained from https: // www. top500. org/ statistics/ perfdevel/ the 13th of August 2022.

guage”, a more human-friendly way of describing computations than the machine language (or
assembly language), and to feed the code written in this programming language to a “compiler”,
that will translate the human-friendly code into machine instructions. The separation between
programming language and machine language has been a huge advance as it allows to write
computations in a machine-agnostic language and leave nearly all the machine-specific consid-
erations (translation to machine instructions, optimisation for the target hardware, . . . ) to an
automated software, the compiler.

Another crucial abstraction that has been successfully used since several decades in classical
computing is called “libraries”. Libraries can be seen as a list of functions that can be re-
used by several different programs. Probably one of the most influential example is the Basic
Linear Algebra Subroutines library, often called BLAS. The BLAS library stems from an effort
made between 1970 and 1988 to implement routines performing linear algebra computations as
efficiently as possible on the existing hardware. Thanks to its organisation as a library, any
programmer was able to benefit from the optimised routines within BLAS.

Finally, a variety of tools to help developers have been gradually introduced. Examples
include debuggers, tools used to understand the behaviour of a piece of code and follow its
execution step by step to find potential bugs, profilers that are used to gather statistics on the
classical program execution and report these statistics in a readable way, and even static code
analysers that are designed to read the code in real-time and warn about any potential mistake,
even before the compilation step.

2.2 Usage of quantum computing

The fact that scientific computing can have a significant impact on the efficiency of industrial
process, might be able to save costs by optimising the allocation of some resources or even can

https://www.top500.org/statistics/perfdevel/
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check the validity of a design before even starting producing it explains why it has attracted so
much money and research from companies and countries. Computing power is in fact considered
as a very valuable resource by many. Examples of significant amounts of money spent to build
supercomputers can be found in abundance, for example with the United States Department of
Energy that announced in 2018 that it will provide three exascale computers (i.e., capable of
performing more than 1018 FLOPS) to three national laboratories for a budget of $400 to $600
millions per computer.

But it is becoming increasingly costly and difficult to scale these super-computers to higher
compute power for several practical reasons that include the need for large amounts of energy
(nearly 30MW for the Fugaku supercomputer [24]), the complexity and power of the cooling
systems required to cool these supercomputers, the increasing communication costs between
CPUs, etc. Moreover, most of the classical algorithms described in Section 2.1.3 requires re-
sources that scale at best polynomially with the size of the inputs (e.g., the size of the linear
system, the required precision for the discretisation of the PDE or the number of unknowns
of the optimisation problem). This means that scaling to larger problem sizes will eventually
become prohibitive in terms of cost and building even more powerful supercomputers will not
be profitable anymore.

The field of quantum computing comes as a potential way of matching the demand for an
increasing computing power and continue to scale up the size of the problems we would like to
numerically solve. The following sections present some of the quantum algorithms that might
be used to solve the mathematical problems discussed in Section 2.1.2.

2.2.1 Hamiltonian simulation

From all the partial differential equations that exist, the Schrödinger equation (presented in
Equation (1.10)) holds a very special place in the field of quantum computing. As noted in
Postulate 2, the Schrödinger equation governs how an isolated quantum system evolves over time.
Due to the fact that quantum computers are considered to be a closed quantum system, they
can be seen as machines that are only able to perform one specific task: solve the Schrödinger
equation for a given Hamiltonian H and time t.

The special place held by this equation in quantum computing led to a large variety of algo-
rithms aiming at solving the “Hamiltonian simulation” problem that is formalised in Problem 1
and that roughly consists in finding a way to evolve the quantum state represented by qubits
according to a given Hamiltonian H for a time t.

Problem 1 (Hamiltonian simulation). From a given Hamiltonian H, precision ε, evolution time
t and gate set S, construct a quantum circuit C only containing gates from S and that implement
a unitary U such that ∣∣∣∣∣∣U − e−iHt∣∣∣∣∣∣ 6 ε (2.10)

where || · || is the spectral norm.

Most of the algorithms devised to solve the Hamiltonian simulation problem only consider a
restricted version of Problem 1. A typical restriction imposed in a majority of algorithms is to
consider the Hamiltonian matrix H to be s-sparse (see Definition 5).

Definition 5 (s-sparse matrix). A s-sparse matrix with s ∈ N∗ is a matrix that has at most s
non-zero entries per row and per column

Definition 6 (sparse matrix). A sparse matrix is a s-sparse matrix with s ∈ O (log(N)), N
being the size of the matrix.

One of the first algorithm devised to solve the s-sparse Hamiltonian simulation problem has
been introduced in [25] and use a method known as Trotterisation that consists in splitting the
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Hamiltonian H into a sum of simpler Hamiltonians and building the target evolution e−iHt from
the evolutions of the simpler Hamiltonians constructed

{
e−iHjt

′
}

16j6m
. Algorithms based on

Trotterisation are explained in more details later in this manuscript, in Section 3.2.2.
The idea of using Trotterisation to solve the s-sparse Hamiltonian simulation problem has

inspired several other algorithms. In [26], Childs and Kothari improve the automatic decompo-
sition procedure devised in [25] in order to lower down the asymptotic complexity of the overall
algorithm when a suitable decomposition of H is not known in advance. The order in which
the Hamiltonian evolutions of each Hj are recomposed is also studied extensively in [27] where
the authors use a divide and conquer approach to build groups of Hj matrices with similar
norms and optimise the simulation within each group. Childs, Ostrander, and Su studied the
possibility to randomise the order in which the evolutions are recomposed in [28] and shows
that introducing randomness improves the expected asymptotic cost (or equivalently improve
the expected precision obtained for a given cost) at the cost of having a probabilistic approach.

A central limitation on the asymptotic complexity of generic s-sparse Hamiltonian simulation
algorithm states that no such algorithm can have a sub-linear asymptotic complexity in time.
This result is obtained in [25, Theorem 3] and shows that any generic s-sparse Hamiltonian
simulation algorithm valid for any time t can at best scale linearly in t (i.e., O (t)). Algorithms
based on Trotterisation are able to achieve a scaling in O

(
t1+ 1

2k

)
for any k ∈ N∗ at the cost

of a multiplicative constant scaling exponentially with k in front of the asymptotic complexity.
Additionally to the super-linear scaling with respect to t, algorithms based on Trotterisation all
suffer from the theoretical complexity to devise tight generic bounds to ensure a given precision
ε. The fact that the known bounds are loose has been shown in [29] where the authors compare
the costs obtained with the analytical bounds available and the optimal cost found empirically.

The first algorithm to break the super-linear time scaling barrier is presented in [30]. It
succeeded in lowering down the superlinear scaling in O

(
t1+ 1

2k

)
of the methods based on Trot-

terisation to a linear scaling O (t) by using quantum walks.
A few years later, Berry et al. introduce in [31] a new algorithm that improves the asymptotic

complexity of solving the Hamiltonian simulation problem with respect to the desired precision
ε, changing the previously linear scaling in O

(
1
ε

)
into a sub-logarithmic scaling O

(
log(1/ε)

log log(1/ε)

)
.

The exact same set of authors re-iterated by devising another algorithm, presented in [32], that
achieve the same scaling with respect to 1

ε but this time with a method based on truncated
Taylor series. Another method introduced by Berry, Childs, and Kothari in [33] obtain again
the same asymptotic complexity, this time by using an algorithm based on linear combinations
of quantum walks. Along with the method, the authors also prove that the optimal asymptotic
complexity of simulating a generic s-sparse Hamiltonian for a time t and with a precision ε
cannot be greater than

O

s||H||maxt+
log

(
1
ε

)
log log

(
1
ε

)
 . (2.11)

This optimal lower bound is reached by an algorithm presented in [34] and based on a new
technique called “quantum signal processing”. This optimal asymptotic complexity bounds was
also obtained by another quantum algorithm based on Qubitization and introduced by the same
authors in [35].

2.2.2 Systems of linear equations

As discussed in Section 2.1.2, the problem of solving a given system of linear equations is a
central piece of scientific computing and as such it attracted a lot of interest from quantum
algorithms researchers.
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The first quantum algorithm to show an improvement over classical algorithms is the now fa-
mously known HHL (from the name of its authors Harrow, Hassidim, and Lloyd) algorithm [13].
By using Hamiltonian simulation (see Section 2.2.1), quantum phase estimation and amplitude
amplification, the HHL algorithm is able to solve a sparse square system of N linear equations
with N unknowns in a number of operations that scales as O

(
s2κ2 log (N) /ε

)
where κ is the

condition number of the linear system matrix, s is the maximum number of non-zero elements
on each column and ε is the desired precision.

The asymptotic complexity of the HHL algorithm brought hope that quantum computing
might be a good candidate to continue scaling the problem sizes up as the number of resources
needed to solve a given linear system with the HHL algorithm grows logarithmically with its size.
This means that, in order to solve a system of linear equations with twice as many equations
and unknowns, only a constant number of additional quantum resources have to be available.

Even-though the HHL algorithm showed that it was theoretically possible to solve sparse
square systems of linear equations in a number of operations that scales logarithmically with
the number of equations, the quadratic dependence on the condition number κ is less than ideal
knowing that classical algorithms based on the conjugate gradient method scale linearly with
respect to κ. Ambainis improved the asymptotic scaling with respect to the condition number κ
at the cost of an increased dependence on the desired precision ε with an algorithm using variable-
time amplitude amplification that has an asymptotic complexity of O

(
κ log3(κ/ε)

ε3 log2
(

1
ε2

))
[36].

An improvement to the original HHL algorithm has then been introduced by [37] in which the
matrix representing the system of linear equations is preconditioned to lower down its condition
number. The quantum algorithm introduced is able to find a good preconditioning matrix M
and solve the preconditioned system of linear equations (MA)x = Mb with an asymptotic
complexity of

O
(
d7κ log (N) /ε2

)
(2.12)

where d is the number of nonzero elements per row of a specific least-square problem introduced
in [37, Eq. (11)]. Alongside the dependence on the condition number of the matrix κ, the authors
Clader, Jacobs, and Sprouse also raise another few potential problems of the HHL algorithm
that might reduce its usability on some linear systems, such as the need to be able to prepare
the right-hand side |b〉 into a quantum register and the limitations imposed by the fact that the
solution is stored in the amplitudes of a quantum state, which limits the way the solution can
be read.

These two limitations, that are fundamental to quantum computing, along with the limitation
imposed by the linear scaling of the HHL algorithm with respect to κ and the limited set of
matrices that can be efficiently used within the framework of the HHL algorithm are succinctly
and nicely summarised by Aaronson in [38].

Subsequent works successfully improved the runtime of the HHL algorithm, first by improving
the asymptotic scaling with respect to the desired precision ε from O

(
ε−1) to O (poly log

(
ε−1))

using an approach known as Linear Combination of Unitary originally introduced in Hamiltonian
simulation algorithms [39]. A new algorithm suitable for dense systems of linear equations has
then been devised in [40] by using a quantum singular value estimation subroutine introduced
by Kerenidis and Prakash in [41]. A few other quantum algorithms to solve systems of linear
equations have been introduced in the recent years [42–45] without significant advances in terms
of asymptotic complexity.

Finally, several variational quantum algorithms have been devised to solve systems of linear
equations [46–48]. These algorithms rely on classical optimisers to minimise a cost function
whose global minimum represent the solution to the system of linear equations encoded. Their
theoretical scaling has not been found yet as it is highly dependent on the cost function properties
and the optimisation algorithm used.
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Figure 2.2: Most common steps followed to solve a given PDE by using a quantum algorithm. Image
obtained from [49].

2.2.3 Partial differential equation solvers

Most quantum algorithms devised to solve partial differential equations start by discretising
the solution space and then follow one of two paths: either they find a way to reformulate
the PDE into a Schrödinger equation and then use a Hamiltonian simulation algorithm to
solve the resulting rephrased problem or they solve the system of linear equations obtained
after discretising the PDE by using the HHL algorithm or an improvement thereof. These two
different paths are well illustrated in Figure 2.2.

One of the first quantum algorithm devised to solve differential equations has been introduced
by Leyton and Osborne in [50] and uses the first method that consists in rephrasing the problem
as an instance of the Schrödinger equation. It is able to solve systems of n non-linear ordinary
differential equations (ODE), a specialisation of PDE where the unknown function has only 1
input variable, using a number of operations that scale polylogarithmically with the number of
equations O (poly logn) at the cost of an exponential dependence on the input variable of the n
unknown functions.

The exponential scaling with the input variable of [50] is not acceptable for practical appli-
cations and [51] improves this to a quadratic scaling for first-order linear differential equations
of the form

d

dt
x(t) = A(t)x(t) + b(t) (2.13)

where x and b are functions returning a N -component vectors and A(t) is a sparse N × N
matrix. The algorithm works by discretising the first-order linear differential equation by using
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a multi-step approach in order to reformulate the problem as a system of linear equations, solved
by the HHL algorithm.

Another quantum algorithm able to solve generic partial differential equations is due to Berry
et al. in [52]. The algorithm is able to reach a polylogarithmic scaling with respect to 1

ε by
applying the linear combination of unitaries (LCU) algorithm to solve a linear system constructed
from a truncated Taylor serie obtained by writing down the analytic solution to Equation (2.13)
when A and b are time independent.

Additionally, several quantum algorithms have been devised to solve particular types of
partial differential equations. These include the Poisson equation [53–55], the wave equation [56]
(studied in details in Chapter 3), equations from plasma physics [57, 58], the Navier-Stokes
equation [59, 60] or even the Black-Scholes equation [61].

Quantum algorithms based on the finite element [62] or spectral [63] methods have also been
devised. They that use well known classical schemes to reformulate the problem as a system of
linear equations that can be then solved using an efficient version of the HHL algorithm.

Finally, as for systems of linear equations, variational algorithms to solve partial differential
equations have been introduced in [64, 65].

2.2.4 Quantum algorithms for optimisation

As noted in Section 2.1.2, optimisation problem can be split into two categories depending on
whether they are discrete or continuous. It turns out that most of the literature about quantum
algorithms to solve optimisation problem is interested in discrete (or combinatorial) optimisation
problems.

A first notable class of problem that has been studied and for which quantum algorithms
exist is semi-definite programming (SDP). Semi-definite programming optimisation problems
can be written as

min
x1,...,xn∈Rn

∑
(i,j)∈[[1,n]]

ci,j
〈
xi, xj

〉
subject to

∑
(i,j)∈[[1,n]]

ai,j,k
〈
xi, xj

〉
6 bk, for all 1 6 k 6 m

(2.14)

where ci,j , ai,j,k and bk are all real numbers and 〈·, ·〉 is the scalar product.
The first quantum algorithm solving semi-definite programming problems and showing a

polynomial speed-up over its classical counterparts has been presented in [66]. In this pa-
per, Brandao and Svore used ideas from a classical algorithm along with the amplitude ampli-
fication quantum algorithm to obtain a quadratic asymptotic improvement in the preparation
of Gibbs states on a quantum computer, which led to a quantum method quadratically faster
than the classical version. New quantum algorithms, also inspired by classical optimisation
algorithms, have been introduced in the following years, improving the asymptotic complex-
ity [67–70]. New algorithms based on interior point methods have also been introduced in [71,
72], achieving the best asymptotic complexity to date.

Quadratic unconstrained binary optimisation (QUBO) problems are natively solved by quan-
tum annealers, quantum computers following a relaxed version of the adiabatic quantum com-
puting model of computation presented in Section 1.2.1. A QUBO problem consists in solving

x∗ = arg min
x∈{0,1}n

n∑
i=1

n∑
j=1

qijxixj (2.15)

with qij ∈ R for 1 6 i 6 j 6 n. Many problems from combinatorial optimisation have been
reformulated in the QUBO formalism as shown in [73] for several NP-complete problems and
in [74] for industrial problems.
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Chapter

3
PDE solver

This chapter focuses on an implementation of a particular “monolithic” quantum algorithm
that solves a partial differential equation. This chapter, that originates from [75], explains
in great details the implementation from scratch of a partial differential equation solver on a
quantum computer. This implementation has been the first step in defining what would be the
requirements and the challenges to define and implement a QBLAS library.
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3.1 Problem considered

3.1.1 Type of problems

In order to be able to understand the needs for re-usable routine definitions and highly optimised
implementations of such routines, we decided to implement a non-trivial quantum algorithm
from scratch, with the frameworks and tools provided. Several problems of interest attracted
our attention during the initial study of the existing algorithms.

First we considered the ubiquitous problem of solving (sparse) linear systems. This is a
particularly appealing problem for our goal as it is omnipresent in the field of scientific computing
and might require linear algebra subroutines that are especially interesting. Finally, the HHL
algorithm, named after its inventors Harrow, Hassidim, and Lloyd and introduced in [13], claims
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to solve efficiently this problem on a quantum computer and enters in the category of “complex”
algorithms, i.e., algorithms that are estimated to be non-trivial to implement in practice.

Another highly appealing class of problem that is encountered massively in a large number of
different fields is partial differential equations. We ended up studying this class of problem rather
than the quantum linear system solver for several reasons. First, an initial literature review
showed that the already existing algorithms to implement a quantum solver for partial differen-
tial equations was more diversified, with several published and peer-reviewed algorithms [25, 50,
51, 53, 76]. Secondly, one of our auxiliary goals was to explore partial different equation solvers
for quantum computers, which could have been done with a linear system solver by using dis-
cretisation schemes but was less straightforward than directly implementing a partial differential
equation solver. Finally, a very detailed study of a linear system solver has already been done
previously [77], which was not the case for a partial differential equation solver, Hamiltonian
simulation excluded [78].

3.1.2 Choice of the PDE

Now that the problem of interest has been established, we still have to decide which partial
differential equation we will solve. One of the main criteria to chose a partial differential equation
over another in this context is its simplicity: the simpler the partial differential equation is, the
more straightforward it will be to implement a solver. This work being the first implementation
from scratch of a partial differential equation solver using quantum technologies, we wanted to
start as simple as possible.

The need to have a “simple” partial differential equation already rules out a few very in-
teresting candidates such as the Navier-Stokes or Black-Scholes equations. The “go-to” partial
differential equation when dealing with quantum computers is the Schödinger equation. As
explained in Section 1.3.2, any closed quantum system is supposed to evolve according to Equa-
tion (1.10). As such, even though the Schödinger equation is considered as complex in classical
computing, it is one of the most suited for a quantum computer. The problem of solving the
Schrödinger equation is called Hamiltonian simulation and has been presented in Section 2.2.1
and Problem 1.

There exists a plethora of quantum algorithms to solve the Hamiltonian simulation prob-
lem [25, 30, 32, 34, 79–88] as discussed in Section 2.2.1. Each algorithm has its advantages and
drawbacks, some of them being theoretically non-optimal but easier to implement in practice
while others achieve an optimal asymptotic complexity but require a major amount of work
to implement. A complete study on different implementations of Hamiltonian simulation al-
gorithms was already published in [78] and the boundary and initial conditions that can be
meaningfully used with the Schrödinger equation are quite different from those found in other
partial differential equations.

For this reason, we considered a more “standard” partial differential equation: a simplified
version of the wave equation on the 1-dimensional line [0, 1] where the propagation speed c is
constant and equal to 1. This equation can be written as

∂2

∂t2
φ(x, t) = ∂2

∂x2φ(x, t). (3.1)

Moreover, we only considered solving Equation (3.1) with the Dirichlet boundary conditions

∂

∂x
φ(0, t) = ∂

∂x
φ(1, t) = 0. (3.2)

No assumption is made on initial speed φ(x, 0) and initial velocity ∂φ
∂t (x, 0), even though in

practice they will need to be “efficiently preparable” in a quantum state (see Definition 7) in
order to hope having any kind of quantum speed-up.
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Definition 7 (Efficiently preparable quantum state). A n-qubit quantum state |ψ〉 is said to
be “efficiently preparable” is there exist a quantum circuit C implementing a unitary UC such
that

1. UC |0〉 = |ψ〉, i.e., the quantum circuit C prepares |ψ〉.

2. The number of quantum gates needed to implement C is in O (poly (n)).

3. The number of ancilla qubits needed to implement C is in O (poly (n)).

The resolution of this simplified wave equation on a quantum computer is an appealing
problem for the first implementation of a PDE solver for several reasons. First, the wave
equation is a well-known and intensively studied problem for which a lot of theoretical results
have been verified. Secondly, the difficulty in solving the wave equation seems well balanced
and checks our requirements of being simple while not being trivially solvable. Finally, the
theoretical implementation of a quantum wave equation solver has already been studied in [56].

In this chapter, we present the complete implementation of a 1-dimensional wave equation
solver using quantum technologies based on qat library. To the best of our knowledge, this
work was the first to consider the implementation of an entire PDE solver that can run on a
quantum computer. Specifically, we explain all the implementation details of the solver from the
mathematical theory to the actual quantum circuit used. The characteristics of the solver are
then discussed and analysed, such as the estimated gate count and estimated execution time on
real quantum hardware. We show that the implementation follows the theoretical asymptotic
behaviours devised in [56]. Moreover, the wave equation solver algorithm relies critically on an
efficient implementation of a Hamiltonian simulation algorithm, which we have also implemented
and analysed thoroughly.

3.2 Implementation
The algorithm used to solve the wave equation is explained in [56] and uses a Hamiltonian
simulation procedure. Costa, Jordan, and Ostrander chose the Hamiltonian simulation algorithm
described in [33] for its nearly optimal theoretical asymptotic behaviour. But even-though
nearly optimal in theory, this algorithm is very complex to implement in practice, which might
translate to high constants hidden in the big-O notation. For this reason, we privileged instead
the Hamiltonian simulation procedure explained in [25, 79] for its very good experimental results
based on [78] and its simpler implementation (detailed in Section 3.2.2).

The code has been written using qat, a Python library shipped with the Quantum Learning
Machine (QLM), a package developed and maintained by Atos. It has not been extensively
optimised yet, which means that there is still a large room for possible improvements.

All the circuits used in this paper have been generated with a subset of qat’s gate set:

{H,X,Ry (θ) , Ph (θ) , CPh (θ) , CNOT,CCNOT} (3.3)

with H and X as defined in Equations (1.11) and (1.12), Ry (θ) = e−iθY , Ph (θ) = eiθe−iZθ,
and gates with the prefix C being controlled versions of the gate after the prefix. The quantum
circuits have then been translated to a realistic hardware gate set to study their scaling in the
most realistic setting possible by using the qat library, to the gate set

{U1 (λ) , U2 (λ, φ) , U3 (λ, φ, θ) , CNOT} (3.4)

for U1, U2 and U3 defined in Equation (7) of [89] as follow:

U(λ, φ, θ) =

 cos
(
θ
2

)
−eiλ sin

(
θ
2

)
eiφ sin

(
θ
2

)
ei(λ+φ) cos

(
θ
2

)
,

 (3.5)
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U3(λ, φ, θ) = U(λ, φ, θ), (3.6)

U2(λ, φ) = U

(
π

2 , λ, φ
)
, (3.7)

U1(λ) = U(0, 0, λ). (3.8)

The gate set presented in Equation (3.4) has been used extensively by IBM to represent the
native gate set of their quantum chips. It does not correspond to the native gate set anymore.
The native gate set implemented by IBM hardware has been explained in [89]. The choice
of using the gate set from Equation (3.4) is justified by the fact that, when the research was
performed, IBM only provided hardware characteristics such as gate times for the gate set of
Equation (3.4) and not for the real hardware gate set.

This implementation aims at validating in practice the theoretical asymptotic complexities of
Hamiltonian simulation algorithms and providing a proof-of-concept showing that it is possible
to solve a partial differential equation on a quantum computer. We also study extensively the
resource requirements of the wave equation solver implementation in a setup that is as close as
possible to current quantum hardware.

We start by presenting the Hamiltonian simulation algorithm used in the implementation
in Sections 3.2.1 and 3.2.2. We then explain how Equation (3.1) is solved in Section 3.2.3
and detail the simulated Hamiltonian along with the implementation of the required oracles in
Sections 3.2.4 and 3.2.5.

3.2.1 Sparse Hamiltonian simulation algorithm

In the past years, a lot of algorithms have been devised to simulate the effect of a Hamiltonian on
a quantum state [25, 30–34, 39, 80, 81, 85–87]. Among all these algorithms, only few have already
been implemented for specific cases [90, 91] but to the best of our knowledge no implementation
is currently capable of simulating a generic sparse Hamiltonian.

The domain of application of the already existing methods being too narrow, we decided
to implement our own generic sparse Hamiltonian simulation procedure. We based our work
on the product-formula approach described in [25, 79]. One advantage of this approach is
that product-formula based algorithms have already been thoroughly analysed both theoreti-
cally [25, 79] and practically [77, 78], and several implementations are publicly available, though
restricted to Hamiltonians that can be decomposed as a sum of tensor products of Pauli matri-
ces. Moreover, [79] provides a lot of implementation details that allowed us to go straight to the
development step.

Our implementation is capable of simulating an arbitrary sparse Hamiltonian provided that
it has already been decomposed into a sum of 1-sparse hermitian matrices with either only real
or only complex entries, each described by an oracle. The implementation has been validated
with several automated tests and a more complex case involving the simulation of a 2-sparse
Hamiltonian and described in Section 3.2.3. Furthermore, it agrees perfectly with the theoretical
complexities devised in [25, 79] as studied and verified in Section 3.3.

3.2.2 Product-formula implementation details

Hamiltonian simulation

Hamiltonian simulation is the problem of constructing a quantum circuit that will evolve a
quantum state according to a Hamiltonian matrix, following the Schrödinger equation, as shown
in Problem 1. The s-sparse Hamiltonian simulation problem is a specialisation of Problem 1
when the Hamiltonian H is s-sparse as defined in Definition 5.
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Several quantum algorithms have been developed in the last few years to solve the problem
of s-sparse Hamiltonian simulation [25, 30–34, 39, 80, 81, 85–87]. Among these algorithms
we decided to implement the product-formula approach [25, 79], for the reasons presented in
Section 3.2.1.

The product formula algorithm has three main steps: decompose, simulate, recompose. It
works by first decomposing the s-sparse Hamiltonian matrix H that should be simulated as a
sum of hermitian matrices Hj that are considered easy to simulate

H =
m−1∑
j=0

Hj . (3.9)

The second step is then to simulate each Hj separately, i.e. to create quantum circuits imple-
menting e−iHjt for all the Hj in the decomposition in Equation (3.9). The last step uses the
simulations computed in step two to approximate e−iHt.

The very first questions that should be answered before starting any implementation of
the product-formula algorithm are “What is an easy to simulate matrix?” and “What kind of
hermitian matrices are easy to simulate?”.

Easy to simulate matrices

One of the most desirable properties for an “easy to simulate” matrix is the possibility to simulate
it exactly, i.e. to construct a quantum circuit that will perfectly implement e−iHt. This property
becomes a requirement when one wants rigorous bounds on the error of the final simulation.
Another enviable property of these matrices is that they can be simulated with a low gate
number and only a few calls to the matrix oracle.
Definition 8 (Easy to simulate matrix). A hermitian matrix H can be qualified as “easy to
simulate” if there exist an algorithm that takes as input a time t and the matrix H and outputs
a quantum circuit C(H)t such that

1. The quantum circuit C(H)t implements exactly the unitary transformation e−iHt, i.e.∣∣∣∣∣∣e−iHt − C(H)t
∣∣∣∣∣∣ = 0.

2. The algorithm only needs O (1) calls to the oracle of H and O (logN) additional gates, N
being the dimension of the matrix H.

With this definition of an “easy to simulate” matrix, we can now search for matrices or group
of matrices that satisfy this definition.

Multiples of the identity The first and easiest matrices that fulfil the easy to simulate
matrix requirements are the multiples of the identity matrix {αI, α ∈ R} with I the identity
matrix. The quantum circuit to simulate this class of matrices can be found in [92].

Integer-weighted, 1-sparse, hermitian matrices A larger class of matrices that can be ef-
ficiently and exactly simulated are the 1-sparse, integer weighted, hermitian matrices. Quantum
circuits simulating exactly 1-sparse matrices with integer weights can be found in [79].
Note 2. Procedures simulating 1-sparse matrices with real (non-integers) weights are also de-
scribed in the paper, but these matrices do not fall in the “easy to simulate” category because
the procedures explained are exact only if all the matrix weights can be represented exactly with
a fixed-point representation, which is not always verified.
Note 3. Multiples of identity matrices presented in Section 3.2.2 are a special case of 1-sparse
matrices. The two classes have been separated because more efficient quantum circuits exists
for αI matrices and these algorithms are exact for any coefficient α ∈ R.
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Decomposition of H

Once the set of “easy to simulate” matrices has been established, the next step of the algorithm
is to decompose the s-sparse matrix H as a sum of matrices in this set.

There are two possible ways of performing this decomposition, each one with its advantages
and drawbacks: applying a procedure computing the decomposition automatically, or decompose
the matrix H beforehand and provide the decomposition to the algorithm.

The first solution, which is to automatically construct the oracles of the Hj matrices from the
oracle of theH matrix has been studied in [79] and [81]. Thanks to this automatic decomposition
procedure, we only need to implement one oracle. This simplicity comes at the cost of a higher
gate count: each call to the automatically constructed oracles of the matrices Hj will require
several calls to the oracle of H along with additional gates.

On the other hand, the second solution offers more control at the cost of less abstraction and
more work. The decomposition of H is not automatically computed and should be performed
beforehand. Once the matrix H has been decomposed as in Equation (3.9), the oracles for
the matrices Hj should be implemented. This means that we should now implement m oracles
instead of only 1 for the first solution. The main advantage of this method over the one using
automatic-decomposition is that it gives us more control, a control that can be used to optimise
even more the decomposition of Equation (3.9) (less Hj in the decomposition, Hj matrices that
can be simulated more efficiently, . . . ).

All the advantages and drawbacks weighted, we chose to implement the second option for
several reasons. First, the implementation of the automatic decomposition procedure adds
a non-negligible implementation complexity to the whole Hamiltonian simulation procedure.
Moreover, the automatic decomposition procedure can be implemented afterwards and plugged
effortlessly to the non-automatic implementation. Finally, our use-case only required to simulate
a 2-sparse Hamiltonian that can be decomposed as the sum of two 1-sparse, easy to simulate,
hermitian matrices, which makes the manual decomposition step manageable.

Simulation of the Hj

Once the matrixH has been decomposed following Equation (3.9) with eachHj being an “easy to
simulate” matrix, the simulation of Hj becomes a straightforward application of the procedures
described in Section 3.2.2.

After this step, we have access to quantum circuits implementing e−iHjt for j ∈ [0,m− 1]
and t ∈ R.

Re-composition of the e−iHjt

The ultimate step of the algorithm is to approximate the desired evolution e−iHt with the
evolutions e−iHjt. In the special case of mutually commuting Hj , this step is trivial as it
boils down to use the properties of the exponential function on matrices and write eiHt =
e
i
∑

j
Hjt =

∏
j e

iHjt. But in the more realistic case where the matrices Hj do not commute, a
more sophisticated method should be used to approximate the evolution e−iHt. To this end, we
used the first-order Lie-Trotter-Suzuki product formula defined in Definition 9.

Definition 9 (Lie-Trotter-Suzuki product formula [78, 93, 94]). The Lie-Trotter-Suzuki product
formula approximates

exp

λm−1∑
j=0

αjHj

 (3.10)

with

S2(λ) =
m−1∏
j=0

eαjHjλ/2
0∏

j=m−1
eαjHjλ/2 (3.11)
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Figure 3.1: Graph Gδx built from the discretisation of the 1-dimensional line [0, 1] with Nd discretisation
points (i.e. δx = 1

Nd−1).

and can be generalised recursively to higher-orders

S2k (λ) = [S2k−2 (pkλ)]2 × S2k−1 ((1− 4pk)λ)× [S2k−2 (pkλ)]2 (3.12)

with pk =
(
4− 41/(2k−1)

)−1
for k > 1. Using this formula, we have the approximation

eλH =
[
S2k

(
λ

n

)]n
+O

(
|λ|2k+1

n2k

)
. (3.13)

We used the Lie-Trotter-Suzuki product formula with λ = −it to approximate the operator
e−iHt up to an error of ε ∈ O

(
t2k+1

n2k

)
.

3.2.3 Quantum wave equation solver

Using the Hamiltonian simulation algorithm implementation, we successfully implemented a
1-dimensional wave equation solver using the algorithm described in [56] and explained in Sec-
tions 3.2.4 and 3.2.5.

For the specific case considered (Equations (3.1) and (3.2)), solving the wave equation for
a time T on a quantum computer boils down to simulating a 2-sparse Hamiltonian for a time
f(T ), the function f being thoroughly described in [56] and Equation (3.55). The constructed
quantum circuit can then be applied to a quantum state representing the initial position ψ(x, 0)
and velocity ∂φ

∂t (x, 0), and will evolve this state towards a quantum state representing the final
position φ(x, T ) and velocity ∂φ

∂t (x, T ).
As for the Hamiltonian simulation procedure, the practical results we obtain from the im-

plementation of the quantum wave equation solver seems to match the theoretical asymptotic
complexities. See Section 3.3 for an analysis of the theoretical asymptotic complexities.

3.2.4 Hermitian matrix construction and decomposition

One of the main challenge in implementing a quantum wave equation solver lies in the con-
struction and implementation of the needed oracles. This section describes the first step of the
implementation process: the construction and decomposition of the Hamiltonian matrix that
will be simulated using the Hamiltonian simulation procedure introduced in Section 3.2.2.

This section follows the analysis performed in [56] and adds details and observations that
will be refereed to in Section 3.2.5 when dealing with the actual oracle implementation.

Hamiltonian matrix description

In order to devise the Hamiltonian matrix that should be simulated to solve the wave equation,
the first step is to discretise Equation (3.1) with respect to space. Such a discretisation can be
seen as a graph Gδx whose vertices are the discretisation points and with edges between nearest
neighbour vertices. The graph Gδx is depicted in Figure 3.1.

The graph Laplacian of Gδx, defined as

L(Gδx)i,j :=


deg(vi) if i = j

−1 if (i 6= j) ∧ (vi adjacent to vj)
0 otherwise

(3.14)
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can then be used to approximate the differential operator ∂2

∂x2 . By using the discretisation
approximation

∂2φ

∂x2 (iδx, t) ≈ φi−1,t − 2φi,t + φi+1,t

δx2 (3.15)

with φi,t = φ(iδx, t), and approximating φ(x, t) with a vector φ = [φi,t]06i<Nd
, the matrix

A = − 1
δx2L(Gδx) (3.16)

approximates the second derivative of φ when δx→ 0 as

[Aφ]i = φi−1,t − 2φi,t + φi+1,t

δx2 ≈ ∂2φ

∂x2 (iδx, t). (3.17)

The approximation in Equation (3.16) is then used in Equation (3.1) to approximate the
spatial derivative operator

∂2

∂t2
φ = − 1

δx2L(Gδx)φ. (3.18)

Based on this formula, [56] shows that simulating

H = 1
δx

(
0 B
B† 0

)
(3.19)

with
BB† = L(Gδx) (3.20)

constructs a quantum circuit that will evolve a part of the quantum state it is applied on
according to the discretised wave equation in Equation (3.18).

A matrix B satisfying Equation (3.20) can be obtained directly from the graph Gδx repre-
senting the discretisation. The algorithm to construct the matrix B can be decomposed in three
steps. First, the vertices (discretisation points) should be arbitrarily ordered by assigning them
a unique index in [0, Nd − 1]. Then, each edge of the graph is arbitrarily oriented and indexed
with indices in [0, Nd − 2]. Finally, B is computed with the following definition

Bij =


1 if edge j is a self-loop of vertex i,
1 if edge j has vertex i as source,
−1 if edge j has vertex i as sink,
0 otherwise

. (3.21)

Note that edges’ orientation and vertices/edges ordering is completely arbitrary. Changing
either the edges orientation on one of the orderings will change the matrix B but will not affect
BB† which should be equal to L(Gδx). This freedom in the ordering and orientation choices takes
a crucial importance in the oracle implementation as it allows us to pick the ordering/orientation
that will produce an easy-to-implement matrix B.

Dirichlet boundary conditions

Fixing boundary conditions is a requirement for most of the partial differential equations to
admit a unique well-defined solution. There exist several boundary conditions such as Neu-
mann, Dirichlet, Robin or Cauchy ones. For simplicity, we restricted ourselves to the study of
Equation (3.1) with Dirichlet boundary condition of Equation (3.2).

In the case of Dirichlet boundary conditions on the 1-dimensional line [0, 1], the two boundary
nodes at x = 0 and x = 1 can be ignored as their value is always equal to 0. Moreover, [56]
shows that the graph GDδx representing the discretisation with Dirichlet boundary conditions of
Equation (3.2) is simply Gδx with self-loops on the two outer nodes (i.e. the ones indexed 1 and
Nd − 2 as 0 and Nd − 1 are ignored). GDδx is depicted in Figure 3.2. The algorithm to construct
the matrix B remain the same as explained in Section 3.2.4.
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0 1 2 Nc − 3 Nc − 2 Nc − 1

0
1 2 Nc − 1 Nc

Nc + 1

Figure 3.2: Graph GDδx representing the discretisation of the 1-dimensional line [0, 1] with Dirichlet
boundary conditions. The points and edges in grey are only drawn for illustration purpose and are ignored
in the analysis because the boundary condition impose a value of 0 on these vertices. Loops are added
to Gδx to encode the fact that this graph represents Dirichlet boundary conditions. Vertices (resp. edges)
are ordered with indices within [0, Nc − 1] (resp. [0, Nc + 1]). Nc is the number of considered points and
is equal to Nd − 2 (the two extreme points are ignored).

Matrices construction

All the pieces are now in place to start building the matrix Bd ∈ {−1, 0, 1}(Nc−1)×Nc . Using the
definition of the matrix B written in Equation (3.21) and the graph GDδx depicted in Figure 3.2
we end up with

Bd =


1 1 0 · · · 0

0 −1 1 . . . ...
... . . . . . . . . . 0
0 · · · 0 −1 1

 . (3.22)

We can easily check that 1
δx2BdB

†
d is equal to the well-known discretisation matrix

1
δx2BdB

†
d = 1

δx2



2 −1 0 · · · 0

−1 2 . . . . . . ...

0 . . . . . . . . . 0
... . . . . . . 2 −1
0 · · · 0 −1 2


, (3.23)

which validate the method of construction of Bd.
Computing H̃d, the Hamiltonian matrix that should be simulated to evolve the quantum

state according to the wave equation in Equation (3.1) with Dirichlet boundary conditions, is
now straightforward. Using Equation (3.19), we directly obtain

H̃d = 1
δx



0 · · · · · · 0 1 1 0 · · · 0
...

... 0 −1 1 . . . ...
...

...
... . . . . . . . . . 0

0 · · · · · · 0 0 · · · 0 −1 1
1 0 · · · 0 0 · · · · · · · · · 0

1 −1 . . . ...
...

...

0 1 . . . 0
...

...
... . . . . . . −1

...
...

0 · · · 0 1 0 · · · · · · · · · 0



(3.24)

As explained in Section 3.2.2, the Hamiltonian simulation algorithm implemented requires
that the Hamiltonian to simulate is split as a sum of 1-sparse hermitian matrices. There are a
lot of valid decompositions for the matrix H̃d and we are free to choose the decomposition that
will simplify the most the oracle implementation or reduce the gate complexity.
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We made the choice to decompose Bd as two 1-sparse matrices and then reflect this decom-
position on H̃d. Let B1 and B−1 defined as

B1 =


0 1 0 · · · 0
... . . . 1 . . . ...
... . . . . . . 0
0 · · · · · · 0 1

 (3.25)

B−1 =


1 0 · · · · · · 0

0 −1 . . . ...
... . . . . . . . . . ...
0 · · · 0 −1 0

 (3.26)

we have Bd = B1 +B−1. Let also

H̃1 = 1
δx

(
0 B1
B1
† 0

)
, H̃−1 = 1

δx

(
0 B−1

B−1
† 0

)
, (3.27)

it is easy to see that H̃d = H̃1 +H̃−1 and that both H̃1 and H̃−1 are 1-sparse hermitian matrices.
For convenience, we also define

H1 =
(

0 B1
B1
† 0

)
, H−1 =

(
0 B−1

B−1
† 0

)
, (3.28)

and Hd = H1 + H−1, the H̃1, H̃−1 and H̃d matrices re-scaled to contain only integer weights.
These matrices have the interesting property that simulating H̃d (resp. H̃1, H̃−1) for a time
t is equivalent to simulating Hd (resp. H1, H−1) for a time t

δx . This property will be used
in the following sections as it offers us the opportunity to simulate the “easy-to-simulate” (see
Definition 8), integer-weighted matrices Hd, H1 and H−1 instead of the real-weighted ones H̃d,
H̃1 and H̃−1 that are not within the “easy-to-simulate” category as defined in Definition 8.

Note also that a lower bound of the number of qubits needed to solve the wave equation
for Nd discretisation points can be computed from the dimensions of Hd. As the non-empty
upper-left block of matrix Hd is of dimension (2Nd − 1)× (2Nd − 1), we need at least

dlog2(2Nd − 1)e (3.29)

qubits to simulate it. This estimation does not take into account ancilla qubits that may be
needed to implement the oracles.

3.2.5 Oracle construction

Oracles can be seen as the interface between a quantum procedure and real-world data. Their
purpose is to encode classical data such that a quantum algorithm can process it efficiently.

Oracle interface

In order to work as a bridge between the classical and the quantum worlds and to be used by
the quantum algorithm, a clear interface for the oracle should be established.

We chose to use the interface described in [79, Eq. 4.4] with slight modifications improving
the arity of the oracle for our specific case of 1-sparse matrices.

More precisely, our oracles O implement the following interface

O |x0〉x |0〉m |0〉v |0〉s = |x0〉x |m(x0)〉m |v(x0)〉v |s(x0)〉s (3.30)
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w(x)

O
A

e −
iZ
⊗
F

m
t

A†

w(x)

O†
/n

/n

/m

|x〉x

|0〉m

|0〉a

|0〉v

/n

/n

/m

e−iHt |x〉x

|0〉m

|0〉a

|0〉v

Figure 3.3: Quantum circuit re-created from [79, p. 71] that simulates a 1-sparse integer-weighted
Hamiltonian for a given time t. O is the implementation of the oracle, A is a quantum circuit defined
in [79, p. 70]. Fm is defined as the diagonal matrix with diagonal entries increasing from 0 to 2m − 1
(see Equation (3.36)).

with |x0〉x encoding a row index as a unsigned integer, m(x) the function that returns the column
index of the only non-zero element in row x, v(x) = |w(x)| the absolute value of the weight w(x)
of the first (and only) non-zero element in row x and

s(x) =
{

0 if w(x) > 0
1 if w(x) < 0

(3.31)

the sign of the first non-zero entry in row x. The sign s(x) is purposely not defined for rows
x that do not have any non-zero entry (i.e., w(x) = 0). The specific case of empty rows is
discussed in Claim 1.

Note 4. The quantum register are labelled with their respective usage: x for the index of of
the row considered, m for the index of the column considered, v for the value of the element at
(row, index) and s for the sign of the element at (row, index). A fifth label “a” is used along the
paper to label a register used as an ancilla.

The interface of the oracle O can also be obtained with 3 separate oracles that will each take
care of computing one output:

M |x0〉x |0〉m = |x0〉x |m(x)〉m (3.32)

V |x0〉x |0〉v = |x0〉x |v(x)〉v (3.33)

S |x0〉x |0〉s = |x0〉x |s(x)〉s (3.34)

Optimisation of M and S

Claim 1. The simulation algorithms provided by [79] have the interesting property that if the
oracle V encodes a weight of zero for some inputs (i.e. v(x) = 0 for some x) then the outputs of
oracles M and S are ignored for these inputs.

Proof. The circuit simulating a 1-sparse m-bit-integer weighted Hamiltonian H depicted in
Figure 3.3 is taken from [79]. In our special case of 1-bit weights (i.e. m = 1), the third quantum
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gate e−iZ⊗Fmt can be written as

e−iZ⊗Fmt = e−iZ⊗F1t

= exp
[
−i
(
F1 0
0 −F1

)
t

]

=
(
e−iF1t 0

0 eiF1t

)

=


1 0 0 0
0 e−it 0 0
0 0 1 0
0 0 0 e−it

 .
(3.35)

where

Fm =



0 0 · · · · · · · · · · · · 0

0 1 . . . ...
... . . . 2 . . . ...
... . . . 3 . . . ...
... . . . 4 . . . ...
... . . . . . . 0
0 · · · · · · · · · · · · 0 2m − 1


. (3.36)

It follows from the matrix notation that if the second qubit e−iZ⊗F1t is applied on is in the state
|0〉, the gate e−iZ⊗F1t is the identity transformation, i.e. the unitary operation e−iZ⊗F1t sends
|00〉 (resp. |10〉) to |00〉 (resp. |10〉). This means that if the oracle O does not set the last qubit
to |1〉 (i.e. the oracle encodes a weight of 0 for the xth row of H), the quantum circuit depicted
in Figure 3.3 can be simplified up to an identity transformation as the effects of O (resp. A) are
reverted by O† (resp. A†).

Rephrasing, if the xth row of matrix H has no non-zero entries, the effects of the oracle
O is ignored, which implies that the effects of the oracles M and S that compose O are also
ignored.

Using the result of Claim 1, we are free to implement any transformation that best suits us
for the set of inputs |x〉 such that the xth row of the considered hermitian matrix (H1 or H−1)
has no non-zero elements as long as the oracle V implements the right transformation.

To illustrate clearly the implemented transformations we chose to encode with M and S, the
next sections will re-write the matrices H1 and H−1 according to Equation (3.28) but with one
0 or −0 in each empty row. A 0 entry at position (i, j) in the matrix means that the row i was
empty, the oracle M will map |i〉x to |j〉m and the oracle S will encode a positive sign, i.e. |0〉s.
The same reasoning applies for −0 entries, except that the encoded sign is now negative, i.e.
|1〉s.

The following sections will explain step by step the construction of each of the three oracles
M , V and S, both for the matrix H1 (M1, V1 and S1) and the matrix H−1 (M−1, V−1 and S−1).

About arithmetic and logic quantum gates

Implementing the oracles M , V and S for the matrices H1 and H−1 requires several arithmetic
and logic quantum gates such as or, add or compare. All these gates have been implemented
prior to the oracle implementation and the implementation steps are detailed in this section.
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Figure 3.4: Implementation of the or gate.
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Figure 3.5: Implementation of the sub gate from an add gate. The y value encoding is intentionally
omitted. The substractor will use the same encoding as the adder (i.e. either the y value is encoded on a
quantum register or it is encoded directly in the quantum circuit implementing the adder). Note that the
y value is not negated.

The or gate The or gate is easily implemented using only X and CCX (or Toffoli) gates. The
implementation used is depicted in Figure 3.4 and uses the famous Boole algebra formula linking
not, or and and: x ∨ y = ¬(¬x ∧ ¬y).

The add and sub gates Most of the research papers presenting an implementation of the
add or sub gates only consider the case where the two numbers to add or subtract are stored in
quantum registers.

In our case, the oracles implementation requires an adder and substractor that can add or
subtract to a quantum register a quantity known when the quantum circuit is generated, i.e.
not necessarily encoded on a quantum state.

Claim 2. Implementing a substractor is trivial once an adder procedure is available.

Proof. A substractor can be implemented from a generic adder by using the identity

a− b = (a′ + b)′ (3.37)

where ′ denotes the bit-wise complementation.
The circuit resulting of the application of this identity is depicted in Figure 3.5 and only

requires one call to the adder and 2n additional gates, n being the number of qubits used to
represent one of the operands.

Note 5. Following Claim 2 we will restrict the study to implementing an adder. Implementing
a substractor is trivial and cheap in term of additional quantum gates used once an adder is
available.

Definition 10. Generation-time value A generation-time value is a value that is known by the
programmer when generating the quantum circuit. Knowing a value at generation-time may
allow to optimise even further the generated quantum circuit. The closest analogue in classical
programming would be C-like macros or recent C++ constexpr expressions.
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QFT
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Figure 3.6: Original Draper’s adder example for 3-qubit registers |a〉 and |b〉. The round gates between
the two applications of the Quantum Fourier Transform (QFT gates) are controlled phase gates and are
defined in [97]. Note that the adder wraps on overflow, meaning that if an overflow happens, the result
will be (a+ b) mod 23.

The easiest solution to overcome the problem caused by the non-compatible input formats
between our problem (with a generation-time value) and the existing adders (with two values
encoded on quantum registers) is to encode the quantity known at generation-time into ancillary
qubits and then use the regular adder algorithms to add to a quantum register the value encoded
in a second quantum register. Even if this solution is trivial to implement, it has the huge
downside of requiring O (log2 b) additional ancillary qubits to temporarily store the generation-
time value b.

Another answer to the problem would be to adapt a quantum adder originally devised to
add two quantum registers to a quantum adder capable of adding a constant value to a quantum
register. Several adders [95–97] have been studied to check if they can be modified to allow a
generation-time input, i.e. if it possible to remove completely the quantum register storing the
right-hand-side (or left-hand-side) of the addition.

The task of removing the quantum register storing one of the operands appears to be chal-
lenging for adders based on classical arithmetic like [95, 96] but trivial for Draper’s quantum
adder introduced in [97].

Claim 3. Draper’s quantum adder can be adapted into an efficient adder that takes as right-
hand side input a unsigned “generation-time” integer value and add this value to a sufficiently
large quantum register encoding another unsigned integer.

Proof. The original Drapper’s adder as introduced in [97] is illustrated in Figure 3.6. The only
quantum gates using the quantum register |b〉 are the controlled-phase gates. Moreover, they
only use the qubits of the right-hand-side register |b〉 as controls. In the case of a constant value
of b known at generation time, we can replace each controlled-phase gate by either a phase gate
if the corresponding bit of b is 1 or by an identity gate (or a “no-op” gate) if the bit of b is 0.
Once this transformation has been performed, the quantum register |b〉 is no longer used and
can be safely removed from the circuit.

The final quantum add gate implementation is depicted in Figure 3.7, requires O
(
n2) gates

and has a depth of O (n). Following [97–99], the asymptotic gate count can be improved to
O (n log(n)) by removing the rotation with an angle below a given threshold that depend on
hardware noise.

The cmp gate For the same reasons exposed in the adder implementation in Section 3.2.5,
the cmp gate cannot be implemented using the arithmetic comparator presented in [96] because
removing the right-hand side qubits seems to be a challenging task.
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Figure 3.7: Modified Draper’s adder example for 3-qubit register |a〉 and 3-bit classical constant b. The
round gates between the two applications of the Quantum Fourier Transform (QFT gates) are phase gates
and are defined in [97]. A label bi above a phase gate means that the phase gate should only be applied
when the ith bit of b is set to 1. Note that the adder wraps on overflow, meaning that if an overflow
happens, the result will be (a+ b) mod 23.
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Figure 3.8: Computation of the high-bit of lhs − rhs with a (n + 1)-qubit substractor. The second
quantum register is an ancilla qubit that is appended to the quantum register storing |lhs〉 in order to
form a (n+ 1)-qubit register. The result is stored in a third quantum register as |1〉 if lhs < rhs, else |0〉.

Instead, we use the idea from [96, Section 4.3] that explain how to implement a comparator
only by using a quantum adder. The comparison algorithm works by computing the high-bit of
the expression a− b. If this high-bit is in the state |1〉 then a < b.

In order to compute the high-bit of a− b, several options are open. The two most promising
options are described in the following paragraphs.

The first option is to use a substractor acting on n+1 qubits and behaving nicely on underflow
(i.e. underflow result in cycling to the highest-value), as illustrated in Figure 3.8. This approach
requires 2 calls to the substractor and 1 additional 2-qubit quantum gate.

Another solution would be to use Equation (3.37) to change the subtraction into an addition
and then use a specialised procedure to compute the high-bit of the addition of two numbers
a and b (a being encoded on a quantum register and b a constant). Computing the high-bit of
an addition between a quantum register and a constant can be performed with the CARRY gate
introduced in [100]. This approach requires O (n) Toffoli, CNOT and X gates.

Each of the described methods has its advantages and drawbacks.
For example, the first method crucially relies on a quantum substractor, and will have the

same properties as the substractor used. In our specific case, we use the substractor implemented
with Drapper’s adder [97] as explained in Section 3.2.5, which in turn uses the quantum Fourier
transform. The main disadvantage of using the QFT when looking at practical implementation
on quantum hardware is that the QFT involves phase gates with exponentially small angles.
These gates may be implemented correctly up to a given threshold, but very small rotation
angles will inevitably not be as precise as normal rotation angles due to the hardware limitations
in precision. This problem can be circumvented by using an approximate QFT algorithm [98,
99] that will cut all the rotation gates that have a rotation angle smaller than a given threshold
from the generated circuit but the algorithm will not be exact anymore (small probability of
incorrect result).
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eq
5

=
X X

Figure 3.9: Example of eq gate implementation for the compile-time value 5. X gates are applied to the
second control qubit because the only bit set to 0 in the big-endian binary representation of 5 = 1012 is at
the second (middle) position.

On the other hand, the CARRY gate involves only X, controlled-X and Toffoli gates. This
restriction makes this implementation more robust than the first one to hardware approxima-
tions. Another difference is the connectivity needed by the approaches: the first method relies
on a adder implemented with the quantum Fourier transform, which use an all-to-all connectiv-
ity whereas the CARRY gate, once the qubits correctly ordered, only contains gates on adjacent
qubits. As a side note, the exclusive use of logical gates X, controlled-X and Toffoli may al-
low us to simulate efficiently the CARRY gate on classical hardware as it only involves classical
arithmetic.

As a last word, in the future, the QFT may be implemented directly into the hardware
chips to make it more efficient because it is one of the most used quantum procedure (and so
one of the best candidate for optimisation). Taking this possibility into account seems a little
premature right now but may have a high impact on the efficiency and precision of the first
solution presented.

After summarising all the drawbacks and advantages, we decided to use the arithmetic
comparator for its linear number of gates, because it is based on arithmetic which does not
involve exponentially small rotation angles and because the need to have n − 1 dirty qubits to
lend to the procedure is not an issue in our implementation.

The eq gate The last gate the oracle implementation will need is an eq gate, testing the
equality between an integer stored in a quantum register and a generation-time constant integer.

This gate has been implemented with a multi-controlled Toffoli gate and a few X gates before
and after the control qubits of the Toffoli gates that should be equal to |0〉. The X gates are
necessary because a raw Toffoli gate set its target qubit only when all its control are in the state
|1〉, but we want each control qubit to be equal to a specific bit of the generation-time constant
integer, which can be either |0〉 or |1〉.

An implementation example is available in Figure 3.9.
Implementing a NOT gate controlled by n qubits can be done with only one ancilla qubit or

n− 2 garbage qubits and requires O (n) X, controlled-X or Toffoli gates [101].

Oracles for H1

As noted in Section 3.2.5, the oracles M1 and S1 can be optimised by using the fact that they
can encode anything for |x〉x when the xth row of H1 is empty.

We decided to use this optimisation opportunity to add regularity to the description of the
H1 matrix. The implemented matrix H1, denoted as H impl

1 , is described in Equation (3.38).



3.2. Implementation 47

cmp
Nc + 1

add
Nc + 1

X

sub
Nc + 1

X
cmp†

Nc + 1

/n

/n

/1

|x⟩x

|0⟩m

|0⟩a

/n

/n

/1

|x⟩x

|m(x)⟩m

|0⟩a
Figure 3.10: Implementation of the oracle M1. The cmp gate compare the value of the control quantum
register (interpreted as a unsigned integer) with the parameter given (written below the cmp). If the control
register is strictly lower than the parameter, the gate set the qubit it is applied on to |1〉. The add (resp.
sub) gate used in this quantum circuit add (resp. subtract) the value of its parameter to (resp. from) the
quantum register it is applied on only if the control qubit is in the state |1〉.

Note 6. All indices start at 0. The first row of a matrix has the index 0, the second row the
index 1 and so on. This convention is used to match Python’s indexing that starts at 0.

H impl
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c



N
c

+
1



2q
−

(2
N
c

+
1)





0 · · · · · · 0 0 1 0 · · · 0 0 · · · · · · · · · · · · 0
...

...
... . . . . . . . . . ...

...
...

...
...

... . . . . . . 0
...

...

0 · · · · · · 0 0 · · · · · · 0 1 0
...

0 · · · · · · 0 0 · · · · · · · · · 0 0
...

1 . . . ...
...

... 0
...

0 . . . . . . ...
...

...
...

...
... . . . . . . 0

...
...

...
...

0 · · · 0 1 0 · · · · · · · · · 0 0 · · · · · · · · · · · · 0
0 · · · · · · 0 0 0 · · · · · · 0 0 · · · · · · · · · · · · 0
... . . . 0 . . . ...

...
...

... . . . . . . . . . ...
...

...
... . . . 0 0 0

...
... . . . 0 0 . . . ...
0 · · · · · · · · · · · · · · · · · · · · · 0 0 0 0 · · · · · · 0



(3.38)

According to the shape of the matrix in Equation (3.38), the oracle M1 should implement
the transformation

M1|x〉x|0〉m 7→
{
|x〉x ⊗ |x+ (Nc + 1)〉m if x < (Nc + 1)
|x〉x ⊗ |x− (Nc + 1)〉m else

. (3.39)

M1 can be easily implemented with the quantum circuit depicted in Figure 3.10.
The oracle V cannot be simplified using the results from Claim 1. It should implement the

transformation written in Equation (3.40).

V1|x〉x|0〉v 7→
{
|x〉x|1〉v if (x < 2Nc + 1) ∧ (x 6= Nc)
|x〉x|0〉v else

. (3.40)
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/n
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/1

|x⟩x

|v(x)⟩v

|0⟩a

Set Correct

Figure 3.11: Implementation of the oracle V1. The cmp gate compare the value of the control quantum
register (interpreted as a unsigned integer) with the parameter given (written below the cmp). If the control
register is strictly lower than the parameter, the gate set the qubit it is applied on to |1〉. The eq gate
used in this quantum circuit sets its target qubit to |1〉 if the value of its parameter is equal to the value
encoded on the quantum register controlling the gate.

The implementation of the oracle V1 is depicted in Figure 3.11. The first part, Set, sets the
weight qubit to 1 for all |x〉x such that x < 2Nc + 1. As this does not correspond to the correct
expression of V , the second part Correct is here to set the weight register back to |0〉v when
x == Nc.

The last oracle left to implement in order to be able to simulate H1 is S1, the oracle encoding
the signs of the non-zero entries of H1. The convention used to encode the sign of an entry has
been taken from [79] and is: a positive sign is encoded as |0〉s, a negative sign is encoded as |1〉s.
As shown in Equation (3.38), H1 only contains positive non-zero entries so the sign oracle S1
should implement the simple transformation of Equation (3.41): the identity.

S1|x〉x|0〉s 7→ |x〉x|0〉s (3.41)
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Oracles for H−1

The matrix H−1 has less regularity than H1, which will lead to a more complex implementation.
The implemented matrix H−1, denoted as H impl

−1 , is described in Equation (3.42).

H impl
−1 =

Nc︷ ︸︸ ︷ Nc+1︷ ︸︸ ︷ 2q−(2Nc+1)︷ ︸︸ ︷
N
c
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+
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N
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+
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...
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...

...
...

...
... . . . . . . 0

...
...

...
...

... . . . −1 0
...

...
...

0 · · · · · · 0 −0 . . . ... 0 · · · · · · · · · · · · 0

0 · · · · · · · · · 0 −0 . . . ... 0 · · · · · · · · · · · · 0
... . . . . . . . . . ...

...
...

... . . . . . . 0
...

...
... . . . −0 0

...
... . . . −0 . . . ...
0 · · · · · · · · · · · · · · · · · · · · · · · · 0 −0 0 · · · · · · 0


(3.42)

Following the placement of the non-zero and the 0 or −0 entries in the matrix H impl
−1 of

Equation (3.42), the oracle M−1 should implement the transformation

M−1|x〉x|0〉m 7→
{
|x〉x|x+Nc〉m if x < Nc

|x〉x|x−Nc〉m else
. (3.43)

This transformation is quite similar to the one implemented by the oracle M1 in Equa-
tion (3.39): Nc + 1 from the transformation M1 has been replaced by Nc in the transformation
M−1. Thanks to this similarity, the implementation of M−1 will be a nearly-exact copy of the
implementation of M1. The full implementation of the M−1 oracle is depicted in Figure 3.12.

The weight oracle V−1 is the simplest to implement for the matrix H−1, even if it cannot
take advantage of the optimisation discussed in Claim 1. The transformation that should be
implemented by the oracle V−1 is shown in Equation (3.44).

V−1|x〉x|0〉v 7→
{
|x〉x|1〉v if x < 2Nc

|x〉x|0〉v else
. (3.44)

The implementation of the weight oracle V−1 is illustrated in Figure 3.13.
The last oracle left to implement is S−1, the sign oracle. Due to the sign irregularity in

the matrix H impl
−1 , the implementation of S−1 is more involved and requires several ancillary

qubits. According to the shape of the matrix H impl
−1 , the sign oracle S−1 should implement the
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Figure 3.12: Implementation of the oracle M−1. The cmp gate compare the value of the control quantum
register (interpreted as a unsigned integer) with the parameter given (written below the cmp). If the control
register is strictly lower than the parameter, the gate set the qubit it is applied on to |1〉. The add (resp.
sub) gate used in this quantum circuit add (resp. subtract) the value of its parameter to (resp. from) the
quantum register it is applied on only if the control qubit is in the state |1〉.

cmp
2Nc

/n

/1

|x⟩x

|0⟩v

/n

/1

|x⟩x

|v(x)⟩v
Figure 3.13: Implementation of the oracle V−1. The cmp gate compare the value of the control quantum
register (interpreted as a unsigned integer) with the parameter given (written below the cmp). If the control
register is strictly lower than the parameter, the gate set the qubit it is applied on to |1〉.

transformation defined in Equation (3.45).

S−1|x〉x|0〉s 7→
{
|x〉x|0〉s if (x = 0) ∨ (x = Nc)
|x〉x|1〉s else

. (3.45)

An implementation of the oracle S−1 is illustrated in Figure 3.14.

3.3 Results

Due to the size of the quantum circuits studied, this study will only use quantum simulators, i.e.,
classical software simulating the behaviour of a quantum computer, instead of existing quantum
hardware. Using a simulator instead of a real quantum computer has several advantages. In
terms of development process, a simulator allows the developer to perform several actions that
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Figure 3.14: Implementation of the oracle S−1. The eq gate used in this quantum circuit is presented
in Figure 3.9 and test if the value encoded in its control qubits is equal to the compile-time value given.
The OR gate flips the target qubits if and only if at least one of the two control qubits is in the state |1〉.
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are not possible as-is on a quantum processor such as describing a quantum gate with a unitary
matrix instead of a sequence of hardware operations. Another useful operation that is possible
on a quantum simulator and not currently achievable on a quantum processor is efficient generic
state preparation.

Our implementation uses only standard quantum gates and does not leverage any of the
simulator-only features such as quantum gates implemented from a unitary matrix. In other
words, both the Hamiltonian simulation procedure and the quantum wave equation solver are
“fully quantum” and are readily executable on a quantum processor, provided that it has enough
qubits. As a proof, and in order to benchmark our implementation, we translated the generated
quantum circuits to IBM Q Melbourne gate-set (see Equation (3.4)). IBM Q Melbourne [102] is
a quantum chip with 14 usable qubits made available by IBM on the 23th of September, 2018.

Note 7. We chose IBM Q Melbourne mainly because, at the time of writing, it was the publicly
accessible quantum chip with the largest number of qubits. It is important to note that even
if IBM Q Melbourne has 14 qubits, the quantum circuits constructed in this paper can not
be executed “as is” because they require more qubits. Consequently, because of this hardware
limitation, hardware topology has also been left apart of the study.

This translation to IBM QMelbourne gate set allowed us to have an estimation of the number
of hardware gates needed to either solve the wave equation or simulate a specific Hamiltonian
on this specific hardware. Combining these numbers and the hardware gate execution time
published in [103], we were able to compute a rough approximation of the time needed to solve
the considered problem presented in Equations (3.1) and (3.2) on this specific hardware.

3.3.1 Hamiltonian simulation

As explained in Section 3.2.1, the Hamiltonian simulation algorithm implemented has been first
devised in [25, 79]. A quick review of the algorithm along with implementation details can be
found in Section 3.2.2. This Hamiltonian simulation procedure requires that the Hamiltonian
matrix H to simulate can be decomposed as

H =
m∑
j=1

Hj (3.46)

where each Hj is an efficiently simulable hermitian matrix.
In our benchmark, we simulated the Hamiltonian described in Equation (3.24). According

to [79], real 1-sparse hermitian matrices with only 1 or 0 entries can be simulated with O (n)
gates and 2 calls to the oracle, n being the number of qubits the Hamiltonian H acts on. The
exact gate count can be found in Table 3.1 in the row 1-sparse HS.

Let Oi be the gate complexity of the oracle implementing the ith hermitian matrix Hi of the
decomposition in Equation (3.46), we end up with an asymptotic complexity of O (n+Oi) to
simulate Hi. Once again, the exact gate count is decomposed in Table 3.1.

Applying the Trotter-Suzuki product-formula of order k (see Definition 9 in Section 3.2.2
for the definition of the Trotter-Suzuki product-formula) on the quantum circuit simulating the
hermitian matrices produces a circuit of size

O
(

5k
m∑
i=1

(n+Oi)
)
. (3.47)

This circuit should finally be repeated r times in order to achieve an error of at most ε, with

r ∈ O
(

5kmτ
(
mτ

ε

) 1
2k

)
, (3.48)
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and τ = tmaxi ||Hi||, t being the time for which we want to simulate the given Hamiltonian and
|| · || being the spectral norm [25].

Merging Equations (3.47) and (3.48) gives us the complexity

O
(

52kmτ

(
mτ

ε

) 1
2k

m∑
i=1

(n+Oi)
)
. (3.49)

This generic expression of the asymptotic complexity can be specialised to our benchmark
case. The number of gates needed to implement the oracles is O

(
n2) and the chosen decomposi-

tion contains m = 2 hermitian matrices, each with a spectral norm of 1. Replacing the symbols
in Equations (3.47) and (3.48) results in the asymptotic gate complexity of

O
(
5kn2

)
(3.50)

for the circuit simulating e−iHt/r and a number

r ∈ O
(

5kt
(
t

ε

) 1
2k

)
(3.51)

of repetitions, which lead to a total gate complexity of

O
(

52kn2t

(
t

ε

) 1
2k

)
. (3.52)

In order to check that our implementation follows this theoretical asymptotic behaviour, we
chose to let k = 1 and plotted the number of gates generated versus the three parameters that
have an impact on the number of gates: the number of discretisation points Nd (Figure 3.15a),
the time of simulation t (Figure 3.15b) and the precision ε (Figure 3.15c). The corresponding
asymptotic complexity should be

O
(
n2 t

3/2
√
ε

)
= O

(
log2 (Nd)2 t

3/2
√
ε

)
. (3.53)

A small discrepancy can be observed in Figure 3.15a: the theoretical asymptotic number
of gates is O

(
log2 (N)2

)
but the experimental values seems better fitted with an asymptotic

behaviour of O
(
log2 (N)7/4

)
. This may be caused by the asymptotic regime not being reached

yet.

3.3.2 Wave equation solver

The first characteristic of the wave equation solver that needs to be checked is its validity: is
the quantum wave equation solver capable of solving accurately the wave equation as described
in Equations (3.1) and (3.2)?

To check the validity of the solver, we used qat simulators and Atos QLM to simulate the
quantum program generated to solve the wave equation with different values for the number of
discretisation points Nd, for the physical time t and for the precision ε. Figure 3.17 shows the
classical solution versus the quantum solution and the absolute error between the two solutions
for Nd = 32, t = 0.4 and ε = 10−3. The solution obtained by the quantum solver is nearly
exactly the same as the classical solution obtained with finite differences. The error between the
two solutions is of the order of 10−7, which is 4 orders of magnitudes smaller than the error we
asked for.

Once the validity of our solver has been checked on multiple test cases, the next interesting
property we would like to verify is the asymptotic cost: does the implemented simulator seems
to agree with the theoretical asymptotic complexities derived from [56] and [25]?
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(a) Number of quantum gates versus simulated matrix size. The values of
the constants γ = 250 000 and γ0 = 2 000 000 have been chosen arbitrarily
to fit the experimental data.
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(b) Number of quantum gates versus physical time. The value of β =
39 000 000 has been chosen arbitrarily to fit the experimental data.
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(c) Number of quantum gates versus targeted solution precision. The
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data.

Figure 3.15: Number of quantum gates needed to simulate the Hamiltonian described in Section 3.2.4
using the oracles implemented following Section 3.2.5. Graphs generated with a Trotter-Suzuki product-
formula order k = 1, 32 discretisation points (i.e. n = 6 qubits) for Figures 3.15b and 3.15c, a physical
time t = 1 for Figures 3.15a and 3.15c and a precision ε = 10−5 for Figures 3.15a and 3.15b.
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Figure 3.16: Plot of the number of logical qubits needed to run the wave equation solver for a time t = 1,
a precision ε = 10−5 and a Trotter-Suzuki product-formula of order k = 1. The constants offset 11 and
factor 3 have been chosen arbitrarily to fit the experimental data. The number of physical qubits needed
will depend on their error rate as noted in [104]. Multiplying the number of logical qubits by 3 to 4 orders
of magnitude might be a good estimate of the actual number of physical qubits required.

In our specific case, the Hamiltonian H to simulate can be decomposed in two 1-sparse
hermitian matrices, both of them having a spectral norm of 1. The exact decomposition can be
found in Section 3.2.4. We chose to let the product-formula order be equal to k = 1 and reuse
the asymptotic complexity found in Equation (3.52) by changing the time of simulation t by the
time f(t):

O

52kn2f(t)
(
f(t)
ε

) 1
2k

 . (3.54)

Following the study performed in [56],

f(t) = t

δx
= t (Nd − 1) (3.55)

where δx is the distance between two discretisation points. Moreover, it is possible to prove (see
Section 3.2.4) that

n = dlog2(2Nd − 1)e (3.56)

Replacing f(t) and n in Equation (3.47) and Equation (3.48) gives us a gate complexity of

O
(
5k log2 (Nd)2

)
(3.57)

to construct a circuit simulating e−iHt/r and a number of repetitions

r ∈ O
(

5ktNd

(
tNd

ε

) 1
2k

)
. (3.58)

Merging the two expression results in a gate complexity of

O
(

52ktNdlog2(Nd)2
(
tNd

ε

) 1
2k

)
. (3.59)
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(b) Absolute error between the solution obtained by a classical finite-difference solver
and the solution computed with the quantum solver.

Figure 3.17: Comparison of the classical solver and the quantum solver. Both solvers solved the 1-D
wave equation with Nd = 32 discretisation points and a physical time of t = 0.4. The classical solver
uses finite-differences with a very small time-step in order to avoid as much as possible errors due to
time-discretisation. The quantum solver was instructed to solve the wave equation with a precision of at
least ε = 10−3, used a Trotter-Suzuki order of k = 1. The solutions of the two solvers are too close to be
able to notice a difference (they overlap on the graph), that is why a second graph plotting the absolute
error between the two solvers is included.
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Choosing the Totter-Suzuki formula order k = 1 gives us a final complexity of

O
(
N

3/2
d log2(Nd)2 t

3/2
√
ε

)
(3.60)

to solve the wave equation presented in Equation (3.1). This theoretical result is verified exper-
imentally in Figure 3.18a.

3.3.3 Gate count analysis

Precise subroutines gate counts

Table 3.1 summarises the gate count and ancilla qubit requirements for all the major subroutines
used in the wave equation solver implementation. Using the entries of this table, it is possible
to compute an estimation of the number of gates required to solve the wave equation.

As explained in Section 3.2.2, we need to simulate each of the 1-sparse Hamiltonians in the
decomposition. Aggregating the estimates in Table 3.1 we obtain the costs in Table 3.2 for the
Hamiltonian simulation part. Note that the cost of the adder has been voluntarily omitted from
the computations in order to be able to compare the cost with different adder implementations.
Let a be the gate cost of the adder implementation chosen, the cost of simulating the Hamiltonian
needed to solve the 1-dimensional wave equation is: 82n − 35 + 12aToffoli Toffoli gates, 84n +
21 + 9 [0, n− 1] + 12aCNOT CNOT gates and O (n) + 12a1−qubit 1-qubit gates.

Choosing an adder implementation and simplifying the gate counts by omitting negligible
terms we obtain the gate counts summarised in Table 3.3. It is interesting to note that even
if the arithmetic-based adder adds huge constants in the gate count, it does not change the
asymptotic complexity whereas Draper’s adder changes the number of CNOT gates required from
O (n) to O

(
n2).

Impact of the precision requirements

The gate counts presented in Tables 3.1 to 3.3 are only valid when the precision of the solver
is not accounted for. When the solver precision matters, an additional step that consists is
splitting the Hamiltonian Simulation into r steps needs to be performed as noted in [78, arXiv:
Appendix F].

Several bounds exist to determine a r ∈ N∗ that will analytically ensure that the maximum
allowable error ε is not exceeded. The definition of such bounds can be found in [78, arXiv:
Appendix F] and [108].

The first bound has been devised by analytically bounding the error of simulation due to
the Trotter-Suzuki formula approximation by ε0∣∣∣∣∣∣

∣∣∣∣∣∣exp

−itm−1∑
j=0

Hj

− [S2k

(
− it
r

)]r∣∣∣∣∣∣
∣∣∣∣∣∣ 6 ε0 (3.61)

and then let ε0 6 ε for a given desired precision ε. If we let Λ = maxj ||Hj || and

τ = 2m5k−1Λ|t| (3.62)

then

rana
2k =

max

τ, 2k

√
eτ2k+1

3ε


 . (3.63)

This bound is called the analytic bound.
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(a) Number of quantum gates needed to solve the wave equation described in Equa-
tion (3.1) versus discretisation size. The value of λ = 300 000 has been chosen
arbitrarily to fit the experimental data.
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(b) Estimated execution time of the wave equation solver on IBM Q Melbourne
hardware. Individual gate times have been extracted from [105] and [103]. GF pulse
time has been approximated via arithmetic mean to 347ns, GD pulse time is 100ns
and buffer time is 20ns. The value of δ = 0.06 has been chosen arbitrarily to fit the
experimental data.

Figure 3.18: Graphs generated with a Trotter-Suzuki product-formula order k = 1, a physical time t = 1
and a precision ε = 10−5.
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A better bound called the minimised bound can be devised by searching for the smallest
possible r that satisfies the conditions detailed in [78, Propositions F.3 and F.4]. This bound is
rewritten in Equation (3.64).

rmin
2k = min

{
r ∈ N∗ : τ

2k+1

3r2k exp
(
τ

r

)
< ε

}
(3.64)

Another bound involving nested commutators of the Hi is described in [108] and gives

rcomm
2k ∈ O

α 1
2k
commt

1+ 1
2k

ε
1

2k

 (3.65)

where k is the order of the product-formula used, t the time of simulation, ε the error and

αcomm =
m−1∑

i0,i1,...,ip=0

∣∣∣∣[Hip , . . . [Hi1 , Hi0 ]
]∣∣∣∣ . (3.66)

Once the value of r has been computed, the quantum circuit simulating the matrix H for
a time t

r should be repeated r times. This adds a factor of r in front of all the gate counts
computed in Tables 3.1 to 3.3.

Impact of error-correction

The final implementation of the solver requires a large number of quantum gates as can be seen
in Figure 3.18a. But quantum chips are currently experiencing high levels of noise, most of
the time above 10−4 for single-qubit gates and even higher for measurement and 2-qubit gates,
which rules out the possibility to run such a large quantum circuit on a bare-bone NISQ chip (see
Definition 11). One particularly interesting improvement to quantum chips is error-correction
that is able to “build” error-free qubits by using several noisy ones.

Definition 11 (Noisy Intermediate-Scale Quantum (NISQ) chip). The NISQ acronym has been
introduced in [109] and refers to quantum chips with 50 to a few hundreds imperfect qubits that
experience noise.

When error-correction is studied, two gates are particularly important: T and Toffoli gates.
The T gate has a prohibitive cost when compared to the Clifford quantum gates and implement-
ing a Toffoli gate requires 7 of such T gates as noted in [104] and [110, Fig. 1].

Table 3.4 summarise the cost of the non Clifford quantum gates used in the implementation
of the 1-dimensional wave equation solver. The rotation gates need to be approximated. One
solution to approximate the Rn and Ph gates is given in [106]. In order to obtain practical
results as opposed to theoretical ones, we chose to use the number computed in [111, Table 1].

The final T -count is summarised in Figure 3.19. From Figure 3.19b it is clear that the
add_arith implementation is more efficient than the add_qft one.

3.4 Additional work

3.4.1 Implementation of higher-order Laplacians

The results shown in Section 3.3 have all been generated using the second-order discretisation
formula shown in Equation (3.15). Higher-order formulas are studied in [56, VI, VII and C].

Note 8. As shown in [56, VII.B], higher-order discretisations with Neumann boundary condi-
tions are not implementable using the algorithm described in Section 3.2.4.
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Adder used T -count
add_qft 6870n2 + 34660n− 245
add_arith 42510n− 1225

(a) Number of T -gates needed to
simulate the Hamiltonian used to
solve the 1-dimensional wave equa-
tion depending on the adder imple-
mentation used. Based on Table 3.3
and Table 3.4.
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(b) Plot of the T -count devised in Figure 3.19a for the two
different adder implementations.

Figure 3.19: Analysis of the T -count of the 1-dimensional wave equation solver quantum implementation
with respect to the adder implementation used.

In this appendix we replace the second-order formula given in Equation (3.15) and used in
this manuscript by the fourth-order formula given in [56, Eq. (46)] and re-written below

∂2φ

∂x2 (iδx, t) ≈ 1
δx2

(5
2φi,t −

4
3 (φi−1,t + φi+1,t) + 1

12 (φi−2,t + φi+2,t)
)
. (3.67)

We are left to devise the matrix B4
d that satisfy B4

dB
4
d
† = ∆4 where ∆4 is the discretisation

matrix arising from the fourth-order finite-differences approximation in Equation (3.67).
[56, Eq. (47) and VII.C] devised an analytic formula for B̂4

d , the B4
d matrix with periodic

boundary conditions, using the matrix Ŝ representing the cyclic permutation {1, 2, . . . , N} with
entries Ŝi,j = δi,(j+1 mod N) as shown in Equation (3.68).

Ŝ =



0 0 · · · · · · · · · 0 1
1 0 0

0 . . . . . . ...
... . . . . . . . . . ...
... . . . . . . . . . ...
... . . . . . . . . . ...
0 · · · · · · · · · 0 1 0


(3.68)

With this definition of Ŝ, the analytic formula for B̂4
d is given in Equation (3.71), with b and

c being solution of [56, Phys. Rev. A, Eqs. (53,54,55)]. The exact values for b and c are:

b = ± 1

2
√

3
√

7± 4
√

3
(3.69)

c = ±

√
7± 4

√
3

12 (3.70)

with the ± signs that can be chosen freely. Note that, b = ± 1
2
√

3
√

7±4
√

3
and c = 1

12b are

irrational because
√

3
√

7± 4
√

3 =
√

3
√

2 +
√

3
2

=
√

3
(
2 +
√

3
)

= 2
√

3 + 3 is irrational.
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Equation (3.72) shows the matrix shape with its entries.

B̂4
d = cŜ − (b+ c) ∗ I + bŜ† (3.71)

≈



b+ c b 0 · · · · · · · · · 0 c

c b+ c b
. . . 0

0 c
. . . . . . . . . ...

... . . . . . . . . . . . . . . . ...

... . . . . . . . . . . . . . . . ...

... . . . . . . . . . b 0

0 . . . c b+ c b
b 0 · · · · · · · · · 0 c b+ c



(3.72)

Because periodicity has not been studied in the main use-case of this manuscript, we would
like to also remove the need of periodic boundary conditions in this higher-order Laplacian
discretisation. This can be achieved by removing the upper-right entry of Ŝ by changing it from
1 to 0. The resulting matrix S is shown in Equation (3.73).

S =



0 0 · · · · · · · · · · · · 0

1 0
...

0 . . . . . . ...
... . . . . . . . . . ...
... . . . . . . . . . ...
... . . . . . . . . . ...
0 · · · · · · · · · 0 1 0


(3.73)

Using the exact same formula we can devise B4
d :

B4
d = cS − (b+ c) ∗ I + bS† (3.74)

≈



b+ c b 0 · · · · · · · · · · · · 0

c b+ c b
. . . ...

0 c
. . . . . . . . . ...

... . . . . . . . . . . . . . . . ...

... . . . . . . . . . . . . . . . ...

... . . . . . . . . . b 0

... . . . c b+ c b
0 · · · · · · · · · · · · 0 c b+ c



(3.75)
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Replacing B4
d in Equation (3.19) we obtain

H̃4
d = 1

δx



0 · · · · · · · · · 0 b+ c b 0 · · · 0
...

... c b+ c b
. . . ...

...
... 0 c

. . . . . . 0
...

...
... . . . . . . b+ c b

0 · · · · · · · · · 0 0 · · · 0 c b+ c
b+ c c 0 · · · 0 0 · · · · · · · · · 0

b b+ c
. . . . . . ...

...
...

0 . . . . . . . . . 0
...

...
... . . . . . . b+ c c

...
...

0 · · · 0 b b+ c 0 · · · · · · · · · 0



. (3.76)

Claim 4. One of the main difference with the second-order approximation used all along this
paper is that, with the fourth-order approximation, the entries of the matrix H̃4

d are no longer
multiples of a common number α ∈ R.

Proof. It is convenient to first remark that

c =
(
7± 4

√
3
)
b. (3.77)

Now let assume that ∃α ∈ R such that ∃(k1, k2, k3) ∈ Z verifying
b = αk1

c = αk2

b+ c = αk3

. (3.78)

The 3rd equality is trivially a reformulation of the 2 others as if ∃ (k1, k2) ∈ Z2 satisfying the
first 2 conditions, then the 3rd condition is also verified with k3 = k1 + k2. Moreover, as b 6= 0
and c 6= 0, α 6= 0 so we can divide both sides of both of the remaining equations by α to obtain
the equivalent system of equations: 

k1 = b

α

k2 = c

α

. (3.79)

This system can be reformulated using Equation (3.77) as
k1 = b

α

k2 =
(
7± 4

√
3
)
k1

(3.80)

This is a contradiction as 7 ± 4
√

3 is irrational, so by definition of an irrational number k2 =(
7± 4

√
3
)
k1 cannot be an integer.

This means that we cannot write down H̃4
d as an integer weighted matrix multiplied by a

real number, and so the trick used in Section 3.2.4 to simulate the integer weighted matrix Hd

for a time αt is no longer applicable.
Consequently, and independently of the decomposition we use for Ĥ4

d , at least one of the
matrices in the decomposition of Ĥ4

d will not be “easy to simulate” as defined in Definition 8.
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Ultimately, the main consequence of this observation is that we will have to use a real-
weighted Hamiltonian simulation procedure. Such a procedure can be found in [79] but requires
to approximate the real-weighted entries with a fixed-point representation that has at least 2
evident caveats:

1. It is impossible to encode both b and c exactly with a fixed-point representation as shown
in Section 3.4.1. This means that we add another layer of approximation, even before the
approximation caused by the use of a product-formula.

2. The Hamiltonian simulation procedures used for real numbers requires more qubits. More
precisely, the number of additional qubits required depends on the desired precision ε and
grows as − log2 (ε).

Note 9. Even if the H4
d matrix seems quite hard to simulate, it is still a 3-sparse matrix. This

means that it is still manageable to hand-write the oracles. Moreover, having a small number
of matrices in the decomposition helps in reducing the error introduced by product-formulas.

3.4.2 Optimisation of the implementation

Once the correctness of the implementation validated, one of the most important remaining work
is to try to optimise the implementation. The optimisation of a software is often performed as
an iterative task.

The first step is to define a figure of merit, a quantity we want to minimise during the
optimisation process. Among the most obvious figures of merit are the total number of gates,
the number of CNOT gates or the total execution time of the quantum program. More complex
quantities can also be considered, such as the execution time using error correction codes or
the final state fidelity. In this chapter we decided to take into account an estimation of the
total execution time of the quantum program on an imaginary device that shares today’s chips
characteristics.

The second step of the optimisation process consists in isolating the subroutines that con-
tribute the most to the figure of merit. As an example, if the quantum program spend 90% of
the total execution time in one subroutine, this subroutine should be the first place to look for
optimisations.

After the isolation of one or two subroutines, the actual optimisation can take place. The
goal of this third step is to decrease the impact of the subroutines considered on the overall
figure of merit without changing the final result of the implementation.

Finally, once the optimisation is performed, the optimisation process can be repeated by
re-starting at the second step, until the program is considered sufficiently optimised.

One of the main difficulty we encountered when applying this optimisation process was
to correctly isolate the most time-consuming subroutines. In classical computing, this step is
usually performed with specialised tools such as gprof or a more advanced profiler, but no such
tool exist for quantum programs. In order to fill this gap we developed qprof, a tool that
analyses a quantum program and generates a report similar to the one generated by gprof.
Using qprof and some of the various tools compatible with gprof, we plotted the call-graph
shown in Figure 3.20a. The qprof tool is presented in greater detail in Chapter 4.

From this call-graph, it is clear that the adder is the most costly subroutine and that it
should be optimised. The adder internally uses the Quantum Fourier Transform (QFT), which
takes more than 50% of the total execution time. The issue is that the QFT implementation is
already very concise and we do not expect to be able to optimise it enough to cut significantly
its overall cost. This leads us to the conclusion that a new algorithm that do not require the
QFT should be used to implement an adder. Such an algorithm can be found in [107].

Changing the implementation of the adder from Draper’s adder to the arithmetic-based adder
from [107] improves drastically the total execution time of the quantum program and produce
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the call-graph in Figure 3.20b, which shows that, everything else unchanged, the relative cost of
the adder over the total cost went from 76.24% when using Draper’s adder to 31.14% with the
arithmetic-based adder.
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(a) Call graph of the quantum wave equa-
tion solver using Draper’s adder (QFT-
based).
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Figure 3.20: All the gates or subroutines that account for less than 5% of the total execution time are
not displayed. Execution times for u1, u2, u3 and cx gates have been averaged over all the data available
for the quantum chip IBMQ Melbourne. Using the arithmetic-based adder, the overall execution time
improved by a factor of 31.

3.5 Discussion

In this chapter, we focused on the implementation of a PDE solver with a focus on the practical
cost of implementing a 1-dimensional quantum wave equation solver on a quantum computer. We
showed that a quantum computer is able to solve partial differential equations by constructing
and simulating the quantum circuits described. We also studied the scaling of the solver with
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respect to several parameters of interest and show that the theoretical asymptotic bounds are
mostly verified.

Several challenges have been encountered during the development of the research presented
in this chapter. One of the most time-consuming part in terms of development was the imple-
mentation of the different oracles, which also turned out to be very error-prone and hard to
debug. The implementation of oracles will likely still be a necessary step for all the practical
implementations of partial differential equation solvers and would, in our opinion, require more
automatised tools to assist the work.

Recent developments introduced the possibility to describe the quantum oracle using a
domain-specific language and generate the corresponding code automatically, simplifying the
development process by allowing the developer to focus on the high-level description. This is for
example exactly the purpose of the recently introduced HODL library [112] or of the commercial
software developed by Classiq [113].

3.6 Supplementary material
The implementation of the quantum wave equation solver is available at https://gitlab.
com/cerfacs/qaths. The qprof tool is available at https://gitlab.com/qcomputing/qprof/
qprof.

https://gitlab.com/cerfacs/qaths
https://gitlab.com/cerfacs/qaths
https://gitlab.com/qcomputing/qprof/qprof
https://gitlab.com/qcomputing/qprof/qprof
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Gate Toffoli count CNOT count 1-qubit gate count # ancillas notes
or 1 0 5 0

QFT 0 3
(
2n2 − 2n+ bn2 c

) 2
(
n2 + n

)
H

4
(
n2 − n

)
T

n2−n
2 Rn

1 |0〉-init

Rn gates
might need
to be de-
composed
[106].

add_arith 20n− 10 22n 0 n− 1 |0〉-init See [107].

add_qft 0 6
(
2n2 − 2n+ bn2 c

) 2
(
n2 + n

)
H

4
(
n2 − n

)
T

3n2−n
2 Rn

1 |0〉-init
See QFT note
on Rn. Fig-
ure 3.7.

sub_qft 0 6
(
2n2 − 2n+ bn2 c

) 2
(
n2 + n

)
H

4
(
n2 − n

)
T

3n2−n
2 Rn

2n X

1 |0〉-init
See QFT note
on Rn. Fig-
ure 3.5.

CARRY 2(n− 1) 2 + [0, n− 1] 2n+ [0, n− 1] X n− 1 borrowed See [100].
n-contr. CNOT 4n 0 0 n borrowed See [101].
eq 4n 0 2 [0, n] X n borrowed Figure 3.9.

cmp 2 (n− 1) 2 + [0, n− 1] 4n+ [0, n− 1] X n− 1 borrowed
See CARRY
and Sec-
tion 3.2.5.

A 2n 4n 3n H 3n S
2n T 2n X 0 See [79, Fig.

4.3.].

e−iZ⊗Z⊗Ft 8n 24n 36n Ph
8 X 0

Adapted
from [79,
Fig. 4.6]

1-sparse HS 10n 28n
3n H 3n S
2n T 2n+ 8 X

36n Ph
0

Oracle
implementa-
tion cost not
included. 2
calls to the
oracle are
required.
Figure 3.3.

M1 4 (n− 1) 5 + 2 [0, n− 1] 10n+ 2 + [0, n− 1] X 1 |0〉-init
n− 1 borrowed

add imple-
mentation
cost not
included. 2
calls to add
are required.
Figure 3.10.

V1 2 (n− 1) 2 + [0, n− 1] 4n+ [0, n− 1] X n− 1 borrowed Figure 3.11.

S1 0 0 0 0 See Equa-
tion (3.41).

M−1 4 (n− 1) 5 + 2 [0, n− 1] 10n+ 2 + [0, n− 1] X 1 |0〉-init
n− 1 borrowed

add imple-
mentation
cost not
included. 2
calls to add
are required.
Figure 3.12.

V−1 2 (n− 1) 2 + [0, n− 1] 4n+ [0, n− 1] X n− 1 borrowed Figure 3.13.
S−1 16n+ 1 0 5 + 8 [0, n] X n borrowed Figure 3.14.

Table 3.1: Precise gate count for the most important subroutines used in the quantum implementation
of the wave equation solver. n always represent the size of the input(s), except for the n-controlled CNOT
where n is the number of controls. When the number of gates depends on a generation-time value, the
range of all the integer values possible is shown with square brackets. For example, [0, n− 1] means that,
depending on the generation-time value provided, the number of gates will be an integer between 0 and
n− 1 included. |0〉-init ancillas represent the standard ancilla-type: qubits that are given in the state |0〉
and should be returned in that exact same state. On the other side, borrowed ancillas can be given in any
state and should be returned in the exact same state they were borrowed in.
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Unitary Toffoli count CNOT count 1-qubit gate count # ancillas notes

e−iH1t 22n− 12 28n+ 7 + 3 [0, n− 1]
3n H 3n S
2n T 36n Ph

30n+ 10 + 2 [0, n− 1] X

1 |0〉-init
n− 1 borrowed

add imple-
mentation
cost not
included. 4
calls to add
are required.

e−iH−1t 38n− 11 28n+ 7 + 3 [0, n− 1]
3n H 3n S
2n T 36n Ph

30n+ 15 + 10 [0, n] X

1 |0〉-init
n− 1 borrowed

add imple-
mentation
cost not
included. 4
calls to add
are required.

e−iHt 82n− 35 84n+ 21 + 9 [0, n− 1]
9n H 9n S
6n T 108n Ph

90n+ 35 + 14 [0, n] X

1 |0〉-init
n− 1 borrowed

add imple-
mentation
cost not
included. 12
calls to add
are required.

Table 3.2: Number of gates and ancillas needed to simulate the easy-to-simulate Hamiltonians H1 and
H−1 that are part of the decomposition of H as well as e−iHt. It is important to realise that the gate
counts for e−iHt are only valid up to a given t or ε (once one is fixed, the value of the other can be
computed). In order to make the gate count generic for any t and ε, the number of repetitions should be
computed (see n in Equation (3.13)). Note that some of the [0, n− 1] ranges have been simplified to [0, n]
for conciseness.

Adder used Toffoli count CNOT count 1-qubit gate count # ancillas

add_qft 82n− 35 144n2 − 60n

24n2 + 25n H 9n S
48n2 − 42n T 108n Ph

18n2 − 18n Rn
114n+ 35 + 14 [0, n] X

2 |0〉-init
n− 1 borrowed

add_arith 222n− 175 348n+ 21 + 9 [0, n− 1]
9n H 9n S
6n T 108n Ph

90n+ 35 + 14 [0, n] X

n |0〉-init
n− 1 borrowed

Table 3.3: Number of gates and ancillas needed to simulate the Hamiltonian used to solve the 1-
dimensional wave equation depending on the adder implementation used. It is important to realise that
the gate counts for e−iHt reported in this table are only valid up to a given t or ε (once one is fixed, the
value of the other can be computed). In order to make the gate count generic for any t and ε, a number
of repetitions r should be computed (named n in Equation (3.13) and studied in [78, arXiv: Appendix F]
and [108]). Note that the gate counts have been simplified by removing negligible terms when possible.

Gate T count Notes
T 1
S 2
CCNOT 7 See [104].
Ph 379 ε = 10−15, approximated from [111].
Rn 379 ε = 10−15, approximated from [111].

Table 3.4: T -gate cost of the non Clifford quantum gates used in the wave equation solver implementa-
tion.
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Chapter

4
qprof

This chapter deals with a crucial part of software development: debugging and optimising pro-
grams in order to ensure their correctness and efficiency. These tasks are of critical importance in
any program implementation and require a deep and comprehensive knowledge of the analysed
implementation along with efficient ways to isolate bugs or bottlenecks. The work presented
in this chapter provides a new and human-readable way to visualise highly complex quantum
programs. qprof offers unique insights on the quantum circuits studied and greatly improve the
manual optimisation process and visualisation of a given implementation. The tool has been
presented in [114].
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4.1 Introduction

The quantum computing field has been evolving at an increasing rate in the past few years
and is currently gaining more traction. Several quantum chips, the underlying hardware that
enable researchers and companies to run quantum algorithms, have been announced by different
research teams. The error rates and number of qubits provided by these chips have greatly
improved in the last few years, with quantum hardware reaching up to 127 qubits in the end of
2021 [115].

Software has also seen a tremendous rise with the emergence of several quantum comput-
ing frameworks and languages such as Qiskit [116], Q# [117], PyQuil [118], Cirq [119] or
myQLM [120] to name a few. These frameworks help in speeding-up the process of imple-
menting a quantum algorithm by providing their own “standard library”. Most of them also
include specialised libraries whose purpose is to facilitate the development and testing of new
quantum algorithms. For example, all the quantum computing frameworks cited previously in-
clude a library to simulate quantum circuits, some even implement several simulation algorithms
such as a full state-vector simulator, a simulator for stabiliser circuits [121, 122] or a simulator
using matrix-product states [123, 124]. Most of the frameworks that target real quantum chips
also include libraries to characterise a given quantum hardware, using for example randomised
benchmarking [125–129] methods, or hardware noise mitigation [130, 131].

Finally, a large majority of the quantum computing frameworks provide a way to automat-
ically optimise a quantum circuit. This optimisation is often performed during compilation,
when the abstract quantum circuit representation is translated to be compliant with the tar-
geted hardware. Automatic optimisation of quantum circuits is a broad area of research with
algorithms based on pattern-matching [132–134], gate optimisation algorithms [135, 136] or even
pulse-level optimisation [137–139].

But even though automatic optimisation has already been shown to be successful in opti-
mising complex quantum circuits [29], most algorithms only perform local optimisations, most
of the time on a flattened quantum circuit, without prior knowledge of the algorithms used to
construct the circuit.

Identifying the usage of a non-optimal algorithm in the implementation and replacing it
with a more efficient one is, for example, an optimisation that cannot be performed in general
by automatic optimisers. This improvement should rather be spotted and optimised by the
developer.

Currently, the only way one has to optimise a given quantum implementation beyond what
is provided by automatic methods is “trial and error”. First, try to locate a “hot spot” (i.e. a
subroutine that takes a considerable amount of resources) in the implementation, either by a
tedious theoretical analysis or a manual counting of the routine calls. Then, optimise the hot
spot found, either by improving the implementation or using a better algorithm. Finally check
if the optimisation performed improved the overall performance of the implementation. This
process has a severe drawback that makes it impractical on real-world implementations: the first
step that consists in finding the hot spots is either imprecise or potentially very long, tedious
and error-prone on large implementations.

qprof aims at replacing this manual, tedious and error-prone step by automatically generating
a report with all the useful information needed to find the hot spots of the given quantum
program implementation. The qprof tool has been strongly inspired by classical profilers such
as gprof [140, 141] which try to solve the exact same issue but in classical (non-quantum)
programming.

The chapter is organised as follows. In Section 4.2, we review the related work around
classical profilers and quantum resource estimation. Section 4.3 explains the internals of qprof
and details its architecture, the design choices made, and their impact on the tool efficiency,
extensibility and usability. We then include in Section 4.4 a theoretical and practical analysis of
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the tool runtime. Code snippets and practical examples are provided in Section 4.5 to illustrate
the tool usage. Finally, we discuss some of the limitations and potential improvements of qprof
in Section 4.6.

4.2 Related work

4.2.1 Classical profilers

Classical profilers are tools that have been used since the beginning of programming languages
back in the 1970 decade. One of the first profiler was prof, included in the Linux kernel in
1972 [142]. gprof [140] came out in 1982, extending prof by performing a complete call-graph
analysis. Since then, a lot of different profilers using different methods to profile programs were
introduced, each of the profiling methods having its strengths, weaknesses and compromises.

For example statistical profilers, that sample the program call-stack at regular intervals, are
less precise due to their finite sampling rate but have a very low overhead (for example, between
1 and 3% as reported by the maintainers of OProfile [143], a statistical profiler, on the tool’s
FAQ). On the other side of the spectrum, instead of executing the profiled program directly on
the target hardware, “Instruction Set Simulators” can be used to run the program in an isolated
and entirely controlled environment. Profilers using this technique have the advantage of being
very accurate and allow the collection of a large variety of indicators, with the drawback of a
considerable runtime overhead. Another technique used by some profilers such as gprof [140]
is to instrument the code. The information that can be gathered by this kind of profilers is less
exhaustive than the instruction set simulator method, but the overhead they add to the program
runtime execution is in general relatively low. Finally, some profilers use static analysis in order
to gather data without even executing the program. For classical computers, these profilers are
limited to information such as the instruction count and variations thereof due to the highly
complex way current classical processors execute instructions.

Independently of the method used by the profiler, its goal is to gather data about the profiled
program execution in order to give a synthetic and readable report to the user. This report will
most of the time be used to find one or several “hot spots”, which are portions of code or functions
that take a considerable amount of an important resource, frequently the total execution time.
Finding hot spots is a necessary step to optimise the implementation of the profiled program as
it allows to isolate small portions of code that should be improved in order to lower down the
amount of resources needed by the program.

A profiling report obtained thanks to the gprof profiler has been included in Figure 4.1 with
a simple C code in Figure 4.1a and the resulting profiling report in Figure 4.1b.

4.2.2 Quantum profilers

Most of the quantum computing frameworks available today only provide basic resource estimate
capabilities that range from a shallow analysis of the quantum circuit to a report containing the
gate counts for some fixed set of gates. Moreover, all the framework analysed are only able to
analyse quantum circuits written in their ecosystem, without any cross-framework capabilities.

This is for example the case of Qiskit that performs a shallow analysis of its QuantumCircuit
instances by using the count_ops method, returning a dictionary containing the number of
times each subroutine is called. Note that this method is limited as it does not recurse into
the subroutines called by the main routine. The myQLM framework provides the same features
with its Circuit.statistics method.

The ScaffCC compiler [144] provides a little bit more information than Qiskit and myQLM by
computing the gate count (for the gates {X,Z,H, T, T †, S, S†, CX}) for each routine encountered
in the compiled quantum program. This report is useful to perform cost estimation, but the list
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void D(void) {
for(unsigned count = 0; count < 0xFFFF; count ++);

}

void C(void) {
for(unsigned count = 0; count < 0xFF; count ++)

D();
}

void B(void) {
for(unsigned count = 0; count < 0xFFFF; count ++)

D();
}

void A(void) {
B();
C();
for(unsigned count = 0; count < 0xFF; count ++)

D();
}

int main(void) {
A();
return 0;

}

(a) C code to be profiled by gprof and compiled with gcc -pg
-o profile-exec profile.c.
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(b) Profiling report obtained with gprof
and post-processed with the gprof2dot
tool.

Figure 4.1: Example of call graph that can be generated with gprof on a trivial classical program written
in C and compiled with gcc. Even though one could count manually the number of operations performed
by each functions on such a trivial program, using gprof is less error-prone and outputs a clear view
of the program hot spot: the function D. Someone wanting to optimise the execution time of this simple
program can directly see on gprof report that there are only 3 potential approaches to reduce the program
runtime: optimise D directly, reduce the number of times B is calling D or remove the unique call to B
from A and replace it with something more efficient.
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of basis gates used does not seem to be modifiable and the information about which routine is
calling which subroutine is lost.

Quipper [145], a quantum computing framework written in Haskell, has been created specifi-
cally to perform resource estimations on huge quantum circuits in an efficient manner. However,
even though very efficient, the Quipper framework seems limited to compute simple features such
as the total number of gates, total number of qubits or total number of ancillary qubits.

Finally, Q# has some interesting proofs of concepts on one specific implementation of Shor’s
algorithm. Using Q# Trace Simulator, a Flame graph [146] exporter has been built. This
exporter is only able to count one type of gate from a fixed set.

Each of the four examples provided in this section are limited to one specific quantum com-
puting framework and cannot be easily re-used to analyse quantum circuits built with other
frameworks. Moreover, half of the frameworks are only performing a shallow exploration, stop-
ping at the first level (i.e. stopping at the subroutines called directly by the profiled routine and
not recursing into deeper subroutines). Finally, none of the profiling features provided by the
four frameworks presented above have a direct way to deal with gates of variable execution time
that can be found in real hardware.

Note 10. Q# profiles quantum programs by “executing” them on a fake quantum processor
that will track and record data on the execution of the quantum program. Consequently, Q#
profiler should, in theory, be capable of handling dynamic quantum circuits (quantum circuits
that contains quantum measurements and that adapt the gates executed according to the mea-
surement result). Due to its static approach, and as discussed in Section 4.6.6, qprof is not able
to analyse dynamic quantum circuits yet.

4.3 How does qprof works?

4.3.1 General structure

The general structure of qprof is composed of 3 main parts that interact with each other: a
framework-agnostic quantum circuit representation, core data structures and logic, and several
exporters. The framework-agnostic representation of a quantum circuit has been packaged in
another Python package named qcw.

The overall workflow of qprof is schematically explained in Figure 4.2. In this workflow,
qprof can be seen as a black-box that takes a “quantum circuit” as input and returns a “profiler
report”. This black-box view should be enough for users that only want to use the qprof tool,
but experienced users or plugins developers might need more details on the internals of qprof in
order to understand how it works.

The following sections will introduce in details the three different parts that compose qprof.
Section 4.3.2 describes qcw and the framework-agnostic quantum circuit representation it pro-
vides and that is used by qprof. A description of the core data structures and core logic is then
provided in Section 4.3.3. Finally an explanation of the different exporters natively provided by
qprof is given in Section 4.3.4.

4.3.2 The qcw package

The qprof tool aims at being the standard for profiling quantum circuits, independently of the
framework they are written with. In order to be versatile and support as many current and future
quantum computing frameworks as possible, qprof has been split into two packages: qprof
that implements all the profiling logic and exporters and qcw that is responsible of adapting the
different framework-specific quantum circuit formats into a standardised representation. This
section presents the qcw package.



74 Chapter 4. qprof

Framework-specific
quantum circuit

Framework-agnostic
quantum circuit

Call-graphProfiler report

Framework
plugins

Core logic

Exporters

qprof internals

qcw

qp
ro

f.p
ro

fil
e

Figure 4.2: Schematic representation of qprof workflow. Internally, qprof uses qcw to recover a
framework-agnostic representation of the quantum circuit. Then, this “universal” representation is used
to profile the given quantum circuit. Finally the profiling results are exported using one of qprof exporters
and returned to the user.

The qcw package

qprof extensibility is achieved via a companion Python package called qcw and whose purpose
is to abstract away all the specificities of the framework used to represent the quantum circuit
and provide a unified interface for all the implemented frameworks. To fulfil its goals of being
framework-agnostic and easily extensible, qcw provides a plugin mechanism that allows anyone
to implement a wrapper for a specific framework and make it available through the qcw package.
This high-extensibility is obtained thanks to the fact that plugins do not have to be part of the
main qcw package to be recognised by qcw: they can be developed, used and published by
anyone. This allows several situations that may help improving qcw (and consequently qprof)
compatibility with quantum computing framework and extensibility. For example, users might
decide to roll-out their own plugin to support a new framework they are using internally. Another
important situation that is made possible by qcw and its architecture is that framework vendors
have the opportunity to provide a qcw plugin along with their framework and to maintain it as
an official plugin, effectively making qprof compatible with their framework without having to
support a code base outside of their framework.

Finally, such an architecture based on an external package that accept plugins allows the
user to only install the plugins and frameworks needed instead of installing all of them along
with qprof. This simple side improvement greatly reduces the installation time, installation
size and plugin discovery time as it avoids installing and loading unused quantum computing
frameworks.

Framework support

The goal of qcw is to provide a unique interface to access information about quantum programs
that can be written using a variety of different frameworks. Taking into account that several
of the most successful quantum computing frameworks such as Qiskit, Cirq, PyQuil or myQLM
are Python libraries, and in order to ease its integration with these already existing frameworks,
qcw has naturally been designed as a Python library too. It is important to note that this does
not impede the capacity of qcw to support non-Python frameworks such as XACC, QCOR, Q#
or Quipper.



4.3. How does qprof works? 75

qiskit.QuantumCircuit

qat.lang.AQASM.gates.AbstractGate

RoutineWrapper
__init__(framework_circuit)
name() -> str
is_base() -> bool
__iter__() -> iterator

qprof processing

qiskit plugin

framework plugin

my
ql

m plu
gin

unique
interface

Figure 4.3: Schematic overview of the framework architecture used in qcw. Each framework-specific
representation is wrapped by a RoutineWrapper. Each supported framework should have a correspond-
ing qcw plugin that implements the RoutineWrapper interface. The __init__ method initialises a
RoutineWrapper instance with an instance of the framework-specific quantum circuit representation. The
name method returns the name of the currently wrapped routine. is_base returns True if the routine is
a native routine as defined in Definition 14, else it returns False. Finally, the __iter__ method returns
an object that can be iterated on and whose iterates are the different subroutines called by the current
routine.

In order to be as generic as possible, qcw uses an abstract common interface to represent the
concept of “quantum (sub)routine”. This concept is formally defined in Definitions 12 to 14.

Definition 12. Quantum routine: a possibly parameterised, named, sequence of quantum sub-
routines.

Definition 13. Quantum subroutine: a quantum routine that is part of a higher-level quantum
routine (i.e. that is called by another quantum routine).

Definition 14. Native quantum subroutine: a quantum routine that represents a native hard-
ware operation and that does not call any quantum subroutine.

Using Definitions 12 to 14, a common interface for the concept of “quantum routine” emerges.
First, a quantum routine should have a name that can be retrieved. Secondly, we should be
able to distinguish between native quantum routines and non-native ones. Finally, for each
non-native quantum routines, we need a way to iterate over all the subroutines composing it.

This interface, schematised in Figure 4.3, is the core abstraction layer of qcw that allows it
to be as independent as possible from the underlying quantum computing framework used to
represent the profiled quantum circuit and to provide a unified interface across a wide range of
different frameworks.

Currently, qcw has been used to successfully access quantum circuits built with the Qiskit
and myQLM frameworks. OpenQASM 2.0 support is also implemented using Qiskit translation
capabilities by building a qiskit.QuantumCircuit instance from the given OpenQASM 2.0 code
and using the Qiskit wrapper of qcw. Using the same idea, an experimental XACC wrapper
has been implemented by exporting XACC code to OpenQASM 2.0. Finally, Q# and Quipper
support is currently being envisioned and should be implementable as both framework implement
either Python bindings or a method to export to OpenQASM 2.0 code.

4.3.3 Core data structures and logic

Now that the issue of adapting qprof to the various quantum computing frameworks has been
solved, we can start considering the main problem of profiling a quantum circuit.

Section 4.3.3 introduces the different quantities that might be interesting to include in a
quantum program profiling report, comparing with classical computing quantities when ap-
propriate. Then, Section 4.3.3 explains the main graphical representation used through this



76 Chapter 4. qprof

chapter and in qprof: the call-graph representation. Finally, Section 4.3.3 introduce respectively
the data-structures and the algorithms used internally by qprof to profile a quantum circuit
implementation.

Interesting data to profile

Profiling a program is the action of gathering data on its execution. For classical programs
and profilers, the list of data that can be gathered is quite extensive ranging from high-level
quantities such as the time spent in a given function or the memory used during the program
execution to low-level information recovered via hardware counters such as cache misses or
branch-prediction-misses.

But for quantum computing, the quantities of interest need to be adapted as several classical
data such as cache-miss or branch-prediction-miss do not have any meaning anymore. Never-
theless some classical quantities have a quantum analogue that may be useful for optimisation
purposes.

This is the case for the classical “instruction number” quantity, that translates trivially to
its quantum counterpart “native gate number” (or “hardware gate number”). The number of
native gates executed by a quantum routine is a useful information for several reasons: it is
simple, the routine worst-case execution time can be computed from it and a lower-bound of
the routine error rate can also be devised using this information.

Another classical quantity that can be translated to quantum computing is the “time spent
in routine”. This quantity can be subdivided in two more specific figures: the “time spent
exclusively in routine” (sometimes called “self time”) and the “time spent in subroutines called
by the routine”. This separation is often done in classical profiling programs as having these two
execution times gives very useful information about the profiled routine that cannot be obtained
from the “time spent in routine” only.

The last classical quantity with a meaningful quantum counterpart is the “memory usage”,
which may be translated as “number of qubits needed” when using quantum computers.

About quantities without a clear classical parallel but potentially useful, one can cite the
“routine depth” as an approximation of the total execution time of the routine, the “T-count” for
error-correction estimates, the “idle time” to estimate the potential effects of qubit decoherence
on the routine, the needed “chip topology” in order to execute the routine, the “quantum gate
parallelism” the implementation is able to reach, etc.

Graph representation (call-graph)

Following Definitions 12 to 14 and the RoutineWrapper interface we defined in Section 4.3.2,
a graph-like representation of a quantum program seems to be particularly well suited. In this
representation, nodes are quantum routines and an oriented edge from node A to node B means
that the quantum routine represented by A calls the quantum subroutine represented by B. This
representation of a program is called a call-graph in classical computing.

Figure 4.4 shows a call-graph representation of one possible implementation of Grover’s
algorithm. Even though this representation is valid according to the general definition of a
call-graph, it contains a lot of redundant information that scrambles the useful data in visual
noise. Because of this, most of the call graph representations avoid the duplication of nodes, i.e.
create one node for a specific routine and re-use this node whenever the routine is called.

Figure 4.5 shows another possible call-graph representation of the same implementation of
Grover’s algorithm. Here, a graph node represents a unique routine and is re-used whenever
this routine is called.
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Grover’s algorithm

H … H oracle diffusion

X … X ccx ccx X H … H X … X CnX X … X H … H

Figure 4.4: Call-graph representation of one possible implementation of Grover’s algorithm. Dashed
squares with dots within them mean a repetition of the two gates around the dashed node. Dashed arrows
starting from the two ccx nodes and the CnX node represent a sub-graph that has not been included here
for readability reasons.
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Figure 4.5: Call-graph representation of one possible implementation of Grover’s algorithm. Each node
represents one routine rather than one call to the routine. Edges have been regrouped and labelled with
the number of calls for readability purposes. In the internal representation used by qprof, edges are not
regrouped and are ordered to account for the original quantum program subroutine call order.
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RoutineNode
subroutines: List[RoutineNode]
cost: double
T-count: integer
topology: Topology

Figure 4.6: Example of a possible RoutineNode containing information on the cost, the T -count and
the required topology of the routine it represents. Text on the left of each line represents the name of
the stored information and is followed by the type that stores this information. RoutineNode instances
always store a (possibly empty) list of subroutines that are called by the represented routine. This list
encodes the edges of the call-graph, i.e. if the RoutineNode A has B in its subroutines, an edge from
A to B will be present in the call-graph.

RoutineWrapper
__init__(framework_circuit)
name() -> str
is_base() -> bool
__iter__() -> iterator
__eq__(other_routine) -> bool
__hash__() -> int

Figure 4.7: Final RoutineWrapper interface. __init__, name, is_base and __iter__ methods are
described in Figure 4.3. The __eq__ method tests if other_routine is equal to the current instance.
__hash__ computes an integer hash of the currently wrapped routine.

Data structures

To profile a given quantum circuit (or equivalently a given call-graph), qprof will naturally have
to explore it and gather data through the exploration. The exploration is performed using a
data structure inspired from graph exploration: RoutineNode.

A RoutineNode represents one node of the call graph (i.e. one routine of the quantum circuit)
and stores information about the represented node. An example of a possible RoutineNode is
given in Figure 4.6.

In order to be as efficient as possible on a wide class of quantum circuits, qprof does its best
to reduce the number of call-graph nodes it has to explore. To do so, qprof caches instances of
RoutineNode: the first time a routine is seen, its corresponding RoutineNode will be created
and saved in order to be re-used without having to re-create the RoutineNode instance each
time the routine is encountered.

This cache mechanism is implemented using a factory pattern: a RoutineNode should
only be created indirectly through a dedicated RoutineNodeFactory instance. The
RoutineNodeFactory instance keeps track of all the RoutineNode it has already created and
implements the cache using Python dict data structure, internally implemented as a hash ta-
ble. The cache implemented by RoutineNodeFactory has no maximum size, meaning that it
will keep each RoutineNode instance created. This absence of cache invalidation is not an issue
as every cached routine is already present in the profiled quantum circuit, meaning that qprof
memory usage is at worst equivalent to the profiled quantum circuit memory usage.

Due to the requirements of the hash table data structure, RoutineNode instances should be
hashable and comparable with other RoutineNode instances. These requirements are offloaded
by qprof to the qcw RoutineWrapper data structure to leave the possibility to use hash and equal-
ity operators provided by the wrapped framework. The final interface of the RoutineWrapper
data structure is shown in Figure 4.7.

Note 11. The implementation of the hash and equality operators should be performed with
care as their characteristics are crucial for qprof runtime and accuracy. The main requirements
are imposed by the hash table data structure used by qprof: hash and equality operators should
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BaseExporter
__init__(**args)
export(RoutineNode) -> Any

Figure 4.8: Exporter interface. Any plugin that implements an exporter should be a derived from the
BaseExporter class and implement this interface. The return type of the export method is not specified
and can be anything. The main profile function will return the output of the exporter.

have a complexity in O (1), and the hash operator should have the best quality possible (i.e. the
lowest collision rate possible).

Implementing correct hash and equality operations with a complexity of O (1) may be non-
trivial, as the constant complexity requirements prevents the operators from exploring each of
the gates contained in the tested routine. qcw implements the hash and equality operators using
the name and the parameters of the routine at hand, with the assumption that two routines with
the same name and the same parameters will contain exactly the same gates (and consequently,
are equal). This assumption might be invalidated in the case of randomised routines.

qprof algorithms

The main procedure and only function accessible from qprof interface, qprof.profile, is de-
scribed in Algorithm 1.

Algorithm 1: qprof.profile, the main qprof function
Input: main_routine a quantum circuit, gate_costs a dictionary-like

data-structure storing the cost for each native quantum gate, exporter the
qprof exporter to use, framework_arguments arguments forwarded to the
quantum computing framework used to represent main_routine

Output: exporter_report the report returned by the given exporter
1 factory ← new RoutineNodeFactory() ;
2 qcw_routine ← qcw.Routine(main_routine, framework_arguments) ;
3 tree_root ← factory.get(qcw_routine, gate_costs) ;
4 return exporter.export(tree_root) ;

This procedure calls the method RoutineNodeFactory.get that is detailed in Algorithm 2.
A study of the runtime complexity of Algorithm 2 is provided in Section 4.4.1.

Algorithms used by the different exporters to summarise the call-graph built with
RoutineNode instances may use internal data structures and other algorithms in order to gen-
erate a report. These are specific to the exporter and Section 4.3.4 gives an example with some
details and a description of the data structure used by the gprof-compatible exporter along
with the limitation it imposes to the quantum circuits that can be handled by the exporter.

4.3.4 Exporters

qprof also implement several exporters that will transform the abstract quantum program rep-
resentation described in Section 4.3.3 to a more usable format.

Exporters should implement a specific interface schematised in Figure 4.8. qprof natively
implements two textual exporters: one that outputs a gprof-compatible format and another
that returns a JSON-formatted string that directly represents a flat call-tree structure used
internally by the qprof exporter.
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Algorithm 2: factory.get, qprof processing applied for each node of the call-graph.
Gate cost is the only information computed by qprof for the moment. Making qprof
compatible with other information such as topology or program parallelism will require
to update this algorithm.
Input: routine a quantum circuit wrapped by qcw, factory a qcw routine factory,

gate_costs a dictionary-like data-structure storing the cost for each native
quantum gate

Output: routine_node an instance of RoutineNode, the internal qprof data
structure to represent one node of the call-graph

/* 1. Try to find the routine in the cache and return it if found */
1 if routine in factory.cache then
2 return factory.cache[routine] ;
3 end
/* 2. The node has never been encountered yet, build it and add it to

the cache */
4 routine_node ← RoutineNode() ;
5 routine_node.self_cost ← 0 ;
6 routine_node.subroutine_costs ← 0 ;
7 routine_node.subroutines ← list () ;
8 routine_node.routine_name ← routine.name() ;
/* 3. Test if the explored node is a leaf (native gate) */

9 if routine_node.routine_name in gate_costs or routine.is_base() then
10 routine_node.self_cost ← gate_costs[routine_node.routine_name] ;
11 return routine_node ;
12 end

/* 4. Else, if the explored node is not a leaf, recurse into its
children */

13 foreach subroutine in routine.__iter__() do
14 child_node ← factory.get(subroutine, gate_costs) ;
15 routine_node.subroutines.append(child_node) ;

/* Important note: the following line assumes that the “cost” is an
additive quantity. It will have to be updated for non-additive
quantities such as error rates or topology. */

16 routine_node.subroutine_costs ← routine_node.subroutine_costs +
child_node.self_cost + child_node.subroutine_costs ;

17 end
/* 5. Update the cache with the computed routine before returning */

18 factory.cache[routine] ← routine_node ;
19 return routine_node ;
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Flat call-tree representation

Before the profiler report generation, it is convenient to summarise the information contained
in the generic call-graph structure presented in Section 4.3.3. To do so, the gprof and JSON
exporters both rely on a flat structure that represents a directed call-tree (i.e. a directed call-
graph without loops).

This structure puts an additional restriction to the quantum programs that can be profiled
using these exporters: the interdiction to have recursive subroutines (a subroutine that ends up
calling itself). It is important to realise that this restriction does not have a huge impact on
the area of application of qprof because, as of today, recursive subroutine calls do not seem to
be widespread in quantum computing programs and the restriction only applies to the gprof
and JSON exporters, the core logic of qprof being capable of handling recursive subroutine calls
without any issue.

The flat call-tree structure stores, for each subroutine A encountered in the call-graph ex-
ploration, a list of all the subroutines B called by A. Along with each called subroutine B, the
structure stores the number of times B has been called by A and the cost associated with these
calls. Finally, in order to simplify the report generation, each called routine B will also store a
list of the routines A it has been called by. Within this list is also stored the number of calls to
B that have been performed from each A and the cost associated with these calls.

gprof output

The gprof exporter aims at generating a profiler report that is compatible with the profiler
report returned by gprof, a well-known classical profiler. Being compatible with a tool that has
been around for decades and is still actively used has several advantages.

First and foremost, the fact that a tool that has been stable for decades and is still actively
used shows that it provides satisfaction to its users, meaning that the output format includes
enough information and is sufficiently easy to read and use in practice.

Secondly, a decades-old, largely used, output format is likely to have a lot of official or user-
contributed tools to help analysing and representing it in the best way possible. This is the case
for the gprof format that can be translated to a call-graph using the gprof2dot tool and the
dot executable from Graphviz library.

Finally, the gprof output is simple to generate: it is a textual file with a simple and regular
format.

Reading a gprof-based call-graph

As explained in Section 4.3.4, gprof output (and qprof output when used with the gprof-
compatible exporter) can be visualised as a call-graph using the gprof2dot tool and the dot
executable from the Graphviz library. Such a call-graph is depicted in Figure 4.9.

Each node of the graph represents a unique quantum routine. The name of this quantum
routine can be read on the first line of text inside the node. The second line of text in the node
is the percentage of the total cost associated with the routine represented by the node, including
the cost of subroutines called by the routine (also called total_time when the considered cost
is the execution time). The third line represents the total cost of the routine represented by
the node, but excluding subroutines (also called self_time when the considered cost is the
execution time). The fourth line represents the number of times the routine is called in the
program. Finally, each node is coloured according to the total time spent in the routine it
represents from dark-red for high-cost routines to light-green for low-cost routines.

Each directed edge of the graph represents a subroutine call: if a directed edge that goes from
node parent to node child is present, it means that the routine represented by node parent is
calling the subroutine represented by node child at least once. Each edge is annotated with the
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Figure 4.9: Example of a simple call-graph generated with the help of gprof2dot and the dot tool from
the Graphviz library.
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T †
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Figure 4.10: Standard representation of a quantum circuit. Time goes from left to right, giving the
order in which quantum gates are applied. Horizontal lines represent qubits. Gates are represented by
rectangles, with the notable exception of the CNOT gates that has a control qubit (small black dot) and a
target qubit (circle with a cross in the inside) linked together by a straight line.

percentage of the total cost transferred from parent to child (i.e. the cost that was consumed
calling child from within parent) and the number of times parent is calling child.

With these definitions, and provided that the cost used is an additive quantity, the main
routine will always have an execution time of 100% and the sum of the percentages of each
outgoing edge of a given node should be equal to the total_time of this node.

Advantages of the call-graph visualisation

There are several advantages to the call-graph representation used in Figure 4.9 when compared
to the other possible representations of a quantum circuit.

One of the most widespread way of representing a quantum circuit in the quantum computing
community is depicted in Figure 4.10. This representation has the advantage of being simple
to understand and precise with respect to which quantum operation should be applied and
when. One of the disadvantages of this representation is that it becomes quickly unreadable for
quantum circuits containing a lot of quantum gates. It is also a shallow representation: the only
way of representing a main quantum circuit C that calls the subroutine R without inlining the
call to R in C is by representing C and R separately. This becomes quickly unmanageable for
complex quantum circuits that may call tens of nested subroutines.

The call-graph representation has the advantage of complementing the standard quantum
circuit representation of Figure 4.10: its main strength is its ability to represent very large
and deeply nested quantum circuits in one synthetic and concise graph, providing a readable
and global representation of the whole quantum circuit. In the call-graph representation, all
the routines of the profiled quantum circuit are represented and the relationship between each
routine (which one calls and which one is called) is explicit.

4.4 Complexity and runtime analysis

4.4.1 Asymptotic complexity of qprof

The runtime efficiency of qprof is one of its strength: it will be very efficient on most of real-world
quantum circuit implementation.

Let first recall that qprof only access a quantum circuit through the interface provided by
qcw and summarised in Figure 4.7. This means that computing the asymptotic complexity of
profiling a given quantum circuit depends on the complexity of the qcw methods and on the
number of call to such methods qprof needs to perform.

Algorithm 2 details the algorithm used by qprof to initialise its internal data structures. This
algorithm is only applied once, on the routine to profile (the call-graph root, i.e. the only node
that does not have any incoming edge), and then recurses into the call graph to explore all the
nodes needed.
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qcw interface is implicitly or explicitly called on six lines of Algorithm 2. First on lines 1 and
2, the hash and equality operators are called in order to perform hash table operations. Then,
on line 8, the name of the currently explored routine is retrieved once. A test to check if the
routine is considered as “native” is performed with a call to the is_base method at line 9. The
for-loop on line 13 is also calling the __iter__ method once. Finally, line 18 is calling the hash
and equality operators again to add an entry in the cache implemented as a hash table.

Note 12. The __iter__ method is only called once but will iterate over all the subroutines of
the current routine even those that have already been seen and cached by qprof. The already
cached subroutines will simply end the recursion for this branch of the call-graph in the call to
factory.get without exploring their subroutines.

A summary of the number of calls to the different methods provided by qcw interface is
provided in Table 4.1.

Table 4.1: Number of calls of qprof implementation to the qcw interface for each explored node of the
call-graph. Note that a few optimisations that do not appear on Algorithm 2 for readability purpose have
been performed in the implementation. This table provides the counts of the optimised implementation.
c is a number that depends on the implementation of the hash table and the quality of the hash function
used and that represents the expected average number of equality tests that should be performed at each
access to the hash table. “Nodes” in the last column encompass both “Leafs” and “Non-leafs”.

RoutineWrapper method Leafs, non-cached Non-leafs, non-cached Nodes, cached

name () -> str 1 1 0
is_base () -> bool 1 1 0
__iter__() -> iterator 0 1 (see Note 12) 0
__eq__(other) -> bool c 2c c
__hash__() -> int 1 2 1

Even though c in Table 4.1, the average number of calls to __eq__, seems hard to bound
in general, Python documentation provides guarantees on the asymptotic complexity of the
operations on a dict instance: access and modification of the data structure, which are the 2
operations performed by qprof are O (1) on average and O (n) on amortised worst case. This
mean that for each explored nodes of the call-graph, qprof will only have to perform O (1)
operations on average.

In the end, qprof asymptotic complexity depends entirely on the number of nodes of the call-
graph it needs to explore. This number depends on the profiled circuit and no general formula
that include the number of gates in the profiled quantum circuit can be devised.

To illustrate this claim, two example quantum circuits are provided. Figure 4.11 provides
an example of a quantum circuit that contains only 1 quantum gate but that will require qprof
to visit an arbitrarily large number N of nodes in the call-graph. On the other side, Figure 4.12
shows a quantum circuit that contains N = 2n quantum gates but that will only require qprof
to explore O (log2N) nodes of the call-graph.

We can still have an upper-bound of the number of operations qprof will have to perform on
a given quantum circuit by restricting each routine to call at most Nsubroutine subroutines and by
using the number of unique quantum gates Nu used in the circuit. For example, the quantum cir-
cuit depicted in Figure 4.12b has Nu = 4 because it contains 4 unique gates: {H, 2, 3, 4} and the
quantum circuit depicted in Figure 4.11b has Nu = n unique quantum gates: {H, 2, . . . , n−1, n}.
For a quantum circuit in which routines are restricted to call at most Nsubroutine subroutines,
qprof will explore at most (Nsubroutine ×Nu) nodes of the call-graph.
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Algorithm 1: get linear circuit

Input: n an integer
Output: circuit a quantum circuit

1 if n == 1 then
2 return H gate ;
3 end
4 circuit ← empty circuit(name = n) ;
5 circuit.append(get linear circuit(n− 1)) ;
6 return circuit ;

(a) Pseudo-code of the algorithm to generate the
linear quantum circuit.

n

n− 1

. . .

2

H

(b) Call-graph representation of the linear quan-
tum circuit.

Figure 4.11: Example of quantum circuit that contains a constant number of quantum gates (here only
1) but that will require qprof O (n) operations to analyse and output a profile report.

Algorithm 1: get_binary_tree_circuit
Input: n an integer
Output: circuit a quantum circuit

1 if n == 1 then
2 return H gate ;
3 end
4 circuit ← empty_circuit(name = n) ;
5 circuit.append(get_binary_tree_circuit(n− 1)) ;
6 circuit.append(get_binary_tree_circuit(n− 1)) ;
7 return circuit ;

(a) Pseudo-code of the algorithm to generate the
binary_tree quantum circuit.

4

3

2

H H

2

H H

3

2

H H

2

H H

(b) Call-graph representation of the
binary_tree quantum circuit for n = 4.
Nodes drawn in grey are not processed by qprof
thanks to the caching mechanism described in
Section 4.3.3.

Figure 4.12: Example of quantum circuit that contains an exponential number of quantum gates (here
2n) but that will require qprof only O (n) operations to analyse and output a profile report.
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4.4.2 Real-world execution time

We benchmarked the execution time of qprof on several well-known use-cases. These benchmarks
were performed on one core of a Intel Xeon Platinum 8260M cadenced at 2.40GHz. Table 4.2,
Table 4.3 and Table 4.4 give the average and standard deviation of the profiling time for quan-
tum circuits implementing three different use cases. The “Profiling time” and “Saved time”
measurements have been performed 100 times and each table contains the average time and the
standard deviation observed over the 100 executions.

“Saved time” is an estimation of the execution time saved thanks to the caching mechanism
implemented. It is computed by saving the time needed to profile a routine when it is first
encountered and then incrementing a counter by this exact same time each time the routine is
seen again and the cache is used. This methodology tends to produce noisy results because an
imprecision in the first measurement will lead to an accumulation of errors, but the computed
standard deviations are always relatively low compared to the average which is a good indicator
that the obtained “Saved time” is close to the real saved time.

Table 4.2: qprof observed runtime on quantum circuits generated using the quantum circuit described
in [75] and also used in Listing 4.3. The evolve_1d_dirichlet function was used with an evolution time
of 0.1, a desired precision ε = 10−3, a trotter order of 1 and a varying number of discretisation points
given in the N column. The nearly instantaneous generation times have to do with how the myQLM
framework is working: the circuit is generated lazily when needed. Consequently, the Profiling time and
Saved time column also include the time needed to construct the quantum circuits. Profiling time and
Saved time columns provide average ± standard_deviation numbers obtained by profiling 100 times
the generated circuit.

N # Qubit Gate number Generation (s) Profiling time (s) Saved time (s)

23 4 126846 0.000 0.01 ± 0.00 0.82 ± 0.01
24 5 528768 0.000 0.02 ± 0.00 2.99 ± 0.03
25 6 1953720 0.000 0.04 ± 0.01 10.17 ± 0.14
26 7 6773868 0.000 0.09 ± 0.02 33.26 ± 0.31
27 8 22575672 0.000 0.24 ± 0.03 106.92 ± 1.52
28 9 73323792 0.000 0.66 ± 0.03 333.43 ± 4.26
29 10 233816544 0.000 1.90 ± 0.04 1043.10 ± 14.02
210 11 735473520 0.000 5.48 ± 0.07 3215.83 ± 44.62
211 12 2289028896 0.000 15.73 ± 0.15 9914.92 ± 132.58
212 13 7063525944 0.000 45.77 ± 0.42 30473 ± 275
213 14 21643231428 0.000 132.21 ± 1.15 92083 ± 1133
214 15 65922050880 0.000 383.65 ± 6.79 270824 ± 5494

4.5 Code examples and practical applications

This section includes several examples of qprof usage on various quantum circuits ranging from a
simple Toffoli gate decomposition in Section 4.5.1 to more complex algorithm implementations
such as Grover’s algorithm in Section 4.5.2. All these benchmarks are performed on circuits
generated using the qiskit framework. An example of benchmarking a quantum implementation
of a 1-dimensional wave equation solver written using the myQLM framework is finally provided
in Section 4.5.3.
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Table 4.3: qprof observed runtime on quantum circuits generated using the function
qiskit.algorithms.HHL. The linear system matrices were constructed with the function
qiskit.algorithms.linear_solvers.matrices.TridiagonalToeplitz(N , 1, 0.5) and the
right-hand side b has been picked randomly. Profiling time and Saved time columns provide
average± standard_deviation numbers obtained by profiling 100 times the generated circuit.

N # Qubit Gate number Generation (s) Profiling time (s) Saved time (s)

21 5 1049 0.087 0.02 ± 0.01 0.06 ± 0.05
22 9 8759 0.465 0.03 ± 0.00 0.19 ± 0.00
23 13 34866 1.523 0.09 ± 0.02 0.45 ± 0.03
24 16 192104 7.572 0.18 ± 0.00 1.56 ± 0.01
25 20 581170 21.881 0.63 ± 0.09 4.14 ± 0.33
26 24 1744225 63.612 2.09 ± 0.25 11.63 ± 0.79
27 28 4937772 175.546 7.23 ± 0.89 31.41 ± 1.09
28 32 12310383 441.949 25.67 ± 0.73 91.72 ± 3.58
29 36 33471747 1234.263 98.59 ± 0.12 289.60 ± 3.76

Table 4.4: qprof observed runtime on quantum circuits generated using the function
qiskit.algorithms.Shor trying to factor the number N . Profiling time and Saved time columns provide
average± standard_deviation numbers obtained by profiling 100 times the generated circuit.

N # Qubit Gate number Generation (s) Profiling time (s) Saved time (s)

15 18 35049 2.644 0.07 ± 0.00 0.44 ± 0.00
77 30 216651 11.840 0.21 ± 0.03 2.15 ± 0.45
221 34 340817 17.460 0.26 ± 0.00 2.96 ± 0.02
437 38 511039 24.161 0.30 ± 0.00 3.84 ± 0.04
899 42 737301 34.197 0.36 ± 0.00 4.89 ± 0.06
2021 46 1030547 42.204 0.44 ± 0.00 6.69 ± 0.07
4087 50 1402681 58.869 0.51 ± 0.01 8.50 ± 0.10
6557 54 1866567 76.888 0.59 ± 0.16 10.03 ± 1.31
14351 58 2436029 98.285 0.62 ± 0.01 11.29 ± 0.14
30967 62 3125851 109.153 0.73 ± 0.01 14.47 ± 0.12
38021 66 3951777 142.007 0.81 ± 0.01 16.85 ± 0.20

4.5.1 Benchmarking a simple program

One of the most simple quantum program that can be benchmarked is the implementation of a
Toffoli gate. Such a benchmark has the benefit of being simple enough to be studied by hand
which means that we will be able to verify qprof results by hand-computing them.

The decomposition of a Toffoli gate as implemented in the qiskit framework is depicted in
Figure 4.13. A complete example using qprof to profile the default Toffoli gate decomposition
in qiskit is shown in Listing 4.1.

The output of qprof, which is here in a gprof-compatible format, can then be analysed. For
the sake of readability and brevity, the full gprof-compatible profiler report will not be included
verbatim in this chapter and will rather be visualised using the gprof2dot tool that allows
representing gprof reports as call-graphs. The call-graph obtained from the report generated
in Listing 4.1 is depicted in Figure 4.14.

From the call-graph depicted in Figure 4.14, it is clear that the cost of a Toffoli gate comes
from its 6 controlled-X gates, that account for more than 98% of the total execution time. It
is also interesting to note that the T gate, known to be very costly when error-correction is
needed, is “free” on IBM Quantum chips when error-correction is not needed as it is equivalent
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Figure 4.13: Standard decomposition of a Toffoli gate into 1− and 2− qubit gates.

Code Listing 4.1: Python code needed to use qprof on the Toffoli gate implementation and save the
profiler report in a gprof-compatible format in a file named toffoli.qprof.
from qiskit import QuantumCircuit
from qprof import profile

# Circuit construction
circuit = QuantumCircuit (3, name=" one_ccx_circuit ")
circuit .ccx(0, 1, 2)
# Profiling
gate_costs = {"u1": 0, "u2": 10 , "u3": 30 , "u": 30 , "cx": 300}
gprof_output = profile (

circuit , gate_costs , "gprof", include_native_gates =True
)
with open(" toffoli .qprof", "w") as f:

f.write( gprof_output )
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Figure 4.14: Call-graph for the Toffoli gate implementation. Quantum gates included in the gate_costs
variable (here u, u1, u2, u3 and cx) are considered as native gates. Only native gates have a non-zero
self-time as they are the only gates that are really executed on the hardware.
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Code Listing 4.2: Python code needed to use qprof on the Grover implementation and save the profiler
report in a gprof-compatible format in a file named grover.qprof.
from qiskit . algorithms import AmplificationProblem , Grover
from qiskit . circuit . library import PhaseOracle
from qprof import profile
# Circuit construction
oracle = PhaseOracle ("(v0 | ~v1) & (~v2 & v3)")
problem = AmplificationProblem (oracle , is_good_state = oracle . evaluate_bitstring )
grover = Grover ( iterations =1)
circuit = grover . construct_circuit ( problem )
# Profile
gate_costs = {"u1": 0, "u2": 10 , "u3": 30 , "u": 30 , "cx": 300}
gprof_output = profile (circuit , gate_costs , "gprof", include_native_gates =True)
with open(" grover .qprof", "w") as f:

f.write( gprof_output )

to a phase change.

4.5.2 Grover’s algorithm

The Toffoli gate is a good example to start and understand the meaning of qprof’s output but
the end goal of qprof is to be able to profile large and complex quantum circuits. A good first
candidate to show how qprof performs on a more complex circuit is Grover’s algorithm.

In this example we use Grover’s algorithm on four qubits to find the three quantum states
that verify the following formula:

(q0 ∨ ¬q1) ∧ (¬q2 ∧ q3). (4.1)

The only three 4-qubit quantum states verifying Equation (4.1) are |0001〉, |1001〉 and |1101〉,
q0 being the left-most qubit in the bra-ket notation.

The code needed to generate the gprof-compatible output for Grover’s algorithm with the
oracle presented in Equation (4.1) is given in Listing 4.2. The resulting call-graph, included in
Figure 4.15, clearly shows that the controlled-X gate is still the major contributor to the total
cost. But this time, contrarily to the Toffoli example shown in Section 4.5.1, the controlled-X
gate is called by three different subroutines that all contribute significantly to the overall cost:
c3z, ccz and mcx.

Thanks to qprof it is now easy to understand the subroutines that contribute the most to
the total cost. More importantly, the gprof-compatible report and the call-graph representation
give very insightful information about subroutines calls that are crucial for circuit optimisation.
Such information can be used to weight the impact of a given optimisation and then decide
whether or not it is worth applying it.

For example, knowing that the ccz subroutine takes 18.61% of the total time, it is easy
to deduce that a 20% improvement in the implementation of ccz will translate into a tiny
18.61%

5 = 3.72% improvement to the overall cost, which might not be worth the effort. On
the other hand, optimising the c3z subroutine to reduce its cost by 20% improves the overall
cost by 9.22%, which is nearly 10% and might be an interesting optimisation target. Finally,
the call-graph visualisation conveys clearly the information that the cx gate is the most costly
subroutine of the Grover’s circuit, meaning that even a slight optimisation of the cx cost will
have a high impact on the overall implementation cost.

4.5.3 Quantum wave equation solver

Finally, we include in this chapter a more complex example that has been implemented in a
previous work [75] with myQLM, a quantum computing framework maintained by Atos. The
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Figure 4.15: Call-graph for the Grover’s algorithm implementation. Quantum gates included in the
gate_costs variable (here u, u1, u2, u3 and cx) are considered as native gates. Only native gates have a
non-zero self-time as they are the only gates that are really executed on the hardware. Some percentages
might not add up to exactly 100% due to rounding errors.
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Code Listing 4.3: Python code needed to use qprof with the QatHS library, on top of myQLM, and save
the profiler report in a gprof-compatible format in a file named qaths.qprof.
from qaths. applications . wave_equation . evolve_1D_dirichlet import

evolve_1d_dirichlet
from qaths. applications . wave_equation . linking_sets . arithmetic_adder import

get_linking_set as arith_linking_set
from qprof import profile
# Circuit generation
time = 0.1
discretisation_size = 2 ** 10
epsilon = 1e-3
trotter_order = 1
routine = evolve_1d_dirichlet (time , discretisation_size , epsilon , trotter_order )
# Gate execution time definition
G = {"u1": 0, "u2": 89 , "u3": 178 , "cx": 930}
gate_costs = {

"cu1": 2 * G["cx"] + 2 * G["u1"],
"cu2": 2 * G["cx"] + 2 * G["u3"],
"X": G["u3"],
"H": G["u2"],
"CNOT": G["cx"],
"CCNOT": 6 * G["cx"] + 2 * G["u2"] + 7 * G["u1"],
"CH": 2 * G["cx"] + 2 * G["u3"],
"PH": 3 * G["u1"] + 2 * G["cx"],
"CPH": 3 * G["u1"] + 2 * G["cx"],
"CCPH": None ,

}
gate_costs ["CCPH"] = 3 * gate_costs ["CPH"] + 2 * gate_costs ["CCNOT"]
gate_costs [" CCCNOT "] = 6 * gate_costs ["CCNOT"] + 2 * gate_costs ["cu2"] + 7 *

gate_costs ["cu1"]
# Profiling
result = profile (

routine ,
gate_costs ,
linking_set = arith_linking_set ( discretisation_size ),
exporter ="gprof",

)
with open("qaths.qprof", "w") as f:

f.write( result )

code used to generate the benchmarked quantum program is available at https://gitlab.
com/cerfacs/qaths/.

This example demonstrates that, as can be seen in Listing 4.3, qprof interface stays nearly
the same even though the framework used is now completely different. The only exceptions are
some additional parameters (such as linking_set in Listing 4.3) that are directly forwarded
to the framework plugin used and additional gate definitions in the gate_costs data structure
because of the way gate decomposition is handled in myQLM.

The call graph obtained by running Listing 4.3 is reproduced in Figure 4.16. In order for
the call-graph to be readable on a paper format, negligible subroutines and calls (i.e. nodes
and edges respectively) have been discarded from the graphical representation. The call-graph
clearly shows that most of the execution time is spent in the oracle implementation. Moreover,
multi-controlled-X gates are the major contributors to the total execution time.

https://gitlab.com/cerfacs/qaths/
https://gitlab.com/cerfacs/qaths/
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Figure 4.16: Call-graph of the quantum wave equation solver. Nodes (i.e. quantum routines) that
account for less than 0.5% of the total execution time are not plotted. Edges (i.e. subroutine calls) that
account for 0.1% or less of the total execution time are also discarded for readability purposes.
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4.6 Discussion

Now that we have described qprof internals and how to use it on quantum circuits, we can
compare the insights it provides with the current state-of-the-art. We also discuss the current
limitations of the tool and potential improvements that could be added in the future.

4.6.1 Comparison with the state-of-the-art

A description of the profiling or resource estimate capabilities of several widely used quantum
computing frameworks have been provided in Section 4.2.2.

One of the first advantages provided by qprof comparatively with the frameworks presented
in Section 4.2.2 is its framework agnostic interface. As explained in Section 4.3.2 and shown in
Listings 4.1 to 4.3, qprof can handle nearly transparently different quantum computing frame-
works and provide a standardised report. The fact that qprof has been architectured as shown
in Figure 4.2 allows it to decouple entirely the framework used to represent the profiled quantum
circuit from the output format. It means that if a new exporter is implemented in the future, it
will be available for all the implemented frameworks. Conversely, if a new framework adapter
is added to qcw, qprof will directly be able to generate reports using all the already existing
exporters. This decoupling, crucial due to the increasing number of quantum computing frame-
works, has not been implemented by any of the existing resource estimation features listed in
Section 4.2.2, each framework providing features that are only compatible with its own quantum
circuit representation.

Additionally qprof already provides a more detailed report than most of the quantum com-
puting frameworks listed in Section 4.2.2. The Q# Flame graph exporter provides the same
type of information by using a different visualisation format (Flame graphs [146]) but seems to
be less flexible than qprof with respect to the quantities that can be profiled.

4.6.2 qprof and quantum circuit compilation

qprof might be used to understand the impact of quantum compilation on a given quantum
circuit provided that the compilation tool-chain used does not destroy the call-graph structure
of the quantum circuit.

One of the only strong requirement of the qprof tool is that the quantum circuit provided
can be explored using the unified interface provided by qcw. But in order for qprof to generate
a useful report, a few other requirements should be checked.

First, routine names should be informative and human-readable. This requirement seems
trivial at first sight, but quantum program compilers might generate routines, for example
using quantum circuit synthesis algorithms [147–149], and the name attached to the generated
quantum circuit might not be informative at all.

Secondly, and even more importantly, the profiled quantum program should contain enough
information about the routines and subroutines used. Some compilers such as the one used by
Qiskit at the time of writing (version 0.32.1) start the compilation process by flattening the
quantum circuit and unrolling all the quantum gates that are not in the basis provided. As
soon as the quantum circuit has been flattened, all the call-graph information is lost and cannot
be retrieved by qprof anymore, making its report less useful when the profiled circuit has been
flattened.

Figure 4.17 illustrates this issue with an implementation of Shor’s algorithm trying to fac-
torise the number 15: qprof report before the transpilation provides enough information to plot
a meaningful call-graph as shown in Figure 4.17a whereas qprof report for the exact same circuit
but after calling Qiskit transpiler (Figure 4.17b) contains nearly no useful information.

This means that qprof will only interact nicely with compilers if and only if the compiler
used is able to keep relatively untouched the structure of the call-graph. Currently, only a few
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(a) Call-graph obtained on the circuit generated using Qiskit implementation of Shor’s algorithm trying
to factorise 15.

0.00%
17433×

0.30%
1490×

99.70%
46430×

0.00%
1×

0.00%
17433×

0.00%
2980×

0.30%
1490×

0.00%
2980×

Shor(N=15, a=2)
100.00%
(0.00%)

1×

rz
0.00%

(0.00%)
17433×

sx
0.30%

(0.00%)
1490×

cx
99.70%

(99.70%)
46430×

x
0.00%

(0.00%)
1×

u1
0.00%

(0.00%)
20413×

sdg
0.00%

(0.00%)
2980×

h
0.30%

(0.30%)
1490×

(b) Call-graph obtained on the circuit generated using Qiskit implementation of Shor’s algorithm trying
to factorise 15. qiskit.transpile has been used on the generated quantum circuit with ibm_cairo as
the backend and optimisation_level=2.

Figure 4.17: Effect of using Qiskit transpiler on qprof reports. Using Qiskit transpiler flattens the
quantum circuit and effectively replace every routine call that is not in the transpilation basis by equivalent
calls to gates in the transpilation basis, making qprof report less informative and useful. Note that Qiskit
transpiler inserted CX gates in order to make the quantum circuit compliant with ibm_cairo topology,
which is why the gate cost of the cx gate became even more predominant in the transpiled circuit.
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compilers are able to do so but projects like QCOR [150] may help democratising this approach.
For compilers that check this property, qprof will be able to help visualising the effect of compiler
on the circuit costs by plotting the call-graphs of the original and compiled circuits side by side
and comparing the different costs computed.

4.6.3 qprof and hardware-aware timings

The fact that most of the current compilers are flattening the compiled circuit makes qprof re-
ports less meaningful and informative as shown in Section 4.6.2. Not being able to use compilers
restrict the class of quantum circuits that might be sent to qprof: hardware-compliant circuits
are not likely to be analysed for the moment. This is due to the fact that to get an hardware
compliant circuit, one should either use a compiler, which is not possible yet as discussed earlier,
or build a hardware-compliant circuit directly, which is an exceedingly complex task for large
circuits.

Because hardware-compliant circuits are, for the moment, unlikely to be studied with qprof,
the tool is not yet capable of adapting the costs of a given gate depending on the qubits it is
applied on.

4.6.4 Limitations of the gprof exporter

The main output format for qprof reports are based on the output format of gprof [140, 141] for
several reasons: standard format, widely used during decades, human-readable, availability of
external tools to get visual representations from the textual format, etc. But this output format
is inherently limited to sequential programs, which impose a strong limitation on what it can
represent. When exporting using the gprof-based format, qprof will not take into account gate
parallelism, i.e. as if quantum gates were executed sequentially, one at a time. Trying to take
into account gate parallelism using the gprof-based format leads to percentages not adding up
to 100% which was deemed too confusing to be worth implementing.

4.6.5 qprof and NISQ circuits

qprof is currently only using a limited set of information on the profiled quantum routines. In
particular, even though the information is available through qcw for some frameworks, qprof
ignores on which qubits a particular routine is applied on for the moment.

By extending qcw public interface in Figure 4.7 to include a way to access qubits the routine
is applied on and modifying slightly Algorithm 2 (see comment above line 16) to allow non-
additive quantities to be profiled, qprof would be able to include gate error or topology in its
reports.

The gate error estimation would be a nice addition for NISQ algorithms, even though only
providing a lower bound on the real error that would be observed on hardware due to the
presence of other source of errors such a decoherence, cross-talk or “SPAM” (state preparation
and measurement) errors.

Reporting on topology has its own challenges, one of them being to find a good format for
qprof report as the gprof format is not adapted to include such information.

4.6.6 qprof and dynamical circuits

qprof being a static analyser, it does not support dynamical circuits that may use the result of a
previous quantum operation to determine which is the next quantum gate to execute. Moreover,
the features related to dynamic circuits are still not introduced in a lot of quantum computing
frameworks and, for the frameworks that do implement some of them, are relatively new. As
such, the companion package qcw and the unique interface it provides has not been updated to
include information about dynamic circuits.
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4.7 Conclusion
In this chapter we introduced qprof, an open-source and, to the best of our knowledge, novel
tool that is able to generate profiling reports in well-known formats from a quantum circuit
implementation. Our library is able to natively read quantum circuits from multiple frameworks
— currently Qiskit, myQLM, OpenQASM 2.0 and XACC — and can be easily extended to
support more quantum computing libraries. It generates consistent reports independently of the
underlying framework used. qprof opens new optimisation opportunities for quantum scientists
and programmers by allowing them to view their quantum circuit implementation in a well-
known, synthetic and visual representation.

In this chapter, we presented the main concepts used in the internals of qprof: how is qprof
able to be framework-agnostic thanks to a unique interface provided by qcw, the processing
performed by qprof in order to compute quantities of interest to profile and how exporters are
used to output the profiling report in a usable and convenient format. We then analysed qprof
runtime performance by providing asymptotic complexity estimates, examples of worst- and
best-case quantum circuits, and benchmarked execution times on several well-known quantum
circuit implementations. We also used qprof on three different quantum circuit implementa-
tions of increasing complexity to demonstrate its features: simplicity of use, adaptability and
consistency of the interface and generated reports.

Finally, we discussed potential improvements and limitations of qprof, opening the way for
more development on the library. In the future, we plan to extend the set of supported quantum
computing frameworks. The number of exporters can also be improved to handle different output
formats such as a perf_event [151] compatible format or a Flame graph [146] compatible one,
allowing to easily use new visualisations such as Flame graphs [146].

Supplementary material
The qprof tool is available at https://gitlab.com/qcomputing/qprof/qprof. The different
qcw packages are available at https://gitlab.com/qcomputing/qcw.

https://gitlab.com/qcomputing/qprof/qprof
https://gitlab.com/qcomputing/qcw
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Chapter

5
Hardware aware compiler

In this chapter, we study a critical part of the quantum computing stack: the compiler. We
present an improved algorithm to solve the qubit mapping problem by taking into account
the last calibrations of the targeted quantum chip, making the algorithm “hardware-aware” or
“noise-aware”.
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5.1 Introduction
In the gate-based model of quantum computations presented in Section 1.2.3, a computation is
represented by a quantum circuit (see Section 1.4.2). In order to perform any computation on
a quantum chip, the quantum circuit describing the computation have to be constructed. The
quantum circuit construction, also known as implementation of the computation, is a task that
is performed manually by programmers with the help of programming languages and libraries.
The task of implementing an algorithm targeting a specific hardware is extremely complex as it
requires to solve a multi-objective optimisation problem manually: the code should be correct
and have to check an often daunting list of requirements imposed by the hardware used, but
also have to be efficient, readable and ideally re-usable easily on other hardware.

This multi-objective optimisation problem often imposes too much constraints on the imple-
mentation to be realistically solvable by a human in a reasonable time. In order to circumvent
this issue and ease the task of programmers (as well as improving their productivity), most of the
constraints have been offloaded to others specialised programs. Classical computing program-
mers of today only have to write a correct and readable code in a given programming language
and the tasks of adapting and optimising this code for a given hardware is mostly left to the
compiler.

As what is witnessed in classical computing, quantum chips also have requirements on the
type of computations that can be executed. A quantum circuit can only be executed on a
given quantum chip if it exclusively uses quantum gates natively implemented by the hardware.
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Figure 5.1: A first motivational example for the qubit mapping problem. Here, the targeted hardware
(ibmq_valencia) has the required topology (highlighted in bold) to execute the implemented quantum
computation without any change to the circuit. Small cased labels represent logical qubits and upper
cased labels represent physical qubits (see Definitions 16 and 17).

This simple restriction in appearance has in fact deep implications, effectively making most of
the quantum computations in-executable on hardware. This is due to the fact that the set of
natively implemented quantum gates effectively imposes a hardware “topology”.

Definition 15 (Hardware topology). Any quantum chip has a topology that is induced by the
set of native multi-qubit quantum gates implemented by the hardware. The topology of a given
quantum chip is the set of all the native inter-connections between hardware qubits. In the
special and most widely seen case of hardware providing only 1- and 2-qubit quantum gates, the
topology is defined as the set of pairs of qubits that are natively connected.

The problem of respecting the target hardware topology is archetypal of the kind of problems
that have to be offloaded to an automated third-party program: as each quantum hardware might
have very different topologies, a valid quantum computation on a given hardware is likely to be
invalid on any other quantum hardware due to a topology mismatch, making the implementation
non-portable across chips.

5.1.1 Motivational examples

Simple motivational example

A small and quite simple quantum circuit is depicted in Figure 5.1a. This circuit is composed of
three CNOT gates and one X gate. The three 2-qubit gates are defining the topology required by
the circuit in order to run natively on a given quantum hardware: 4 qubits have to be linearly
connected (or chained) together. This is the case of the quantum chip ibmq_valencia depicted
in Figure 5.1b with the qubits labelled 0, 1, 3 and 4.

Definition 16 (Physical qubit). A piece of hardware that is part of a quantum chip and
implementing a qubit.

Definition 17 (Logical qubit). In the context of this chapter, a logical qubit is represented
by classical computer data (often a quantum register name and an index) and is an abstract
representation of a qubit, not linked with any physical qubit. This abstraction is used to
implement hardware-agnostic quantum computations, leaving all the hardware-aware part to
the compiler.

Note 13. Definition 17 introduces the concept of logical qubit but the naming convention inter-
feres with a most widespread definition in the quantum error correction field. In this chapter,
except if explicitly denoted otherwise, a logical qubit should be read as explained in Definition 17
and does not mean an error-corrected qubit.
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(c) One possible output of the compiler. The quantum circuit is now only using
native CNOT gates.

Figure 5.2: A second motivational example for the qubit mapping problem. Here, the targeted hardware
(ibmq_valencia) does not have the required topology to natively execute the implemented quantum com-
putation. Small cased labels represent logical qubits and upper cased labels represent physical qubits (see
Definitions 16 and 17).

As the hardware topology is compatible with the circuit topology, we only have to find a
mapping between logical and physical qubits that makes the physical quantum circuit executable.

Definition 18 (Mapping between logical and physical qubits). In this context, a mapping is a
bijection that associates to each logical qubit in the circuit a physical qubit from the targeted
hardware.

Finding a valid mapping can be reformulated as an instance of the sub-graph isomorphism
problem where we are trying to find a sub-graph of the hardware topology that is isomorph
to the graph representing the topology required by the quantum computation. The sub-graph
isomorphism is a NP-complete problem [152] but there exist algorithms that are efficient for
some instances [153].

More complex motivational example

A more complex motivational example is depicted in Figure 5.2a. In this example, the topology
required by the quantum circuit (depicted in Figure 5.2b) is not compatible with ibmq_valencia
topology (see Figure 5.1b).

Because quantum hardware topology is set and cannot be changed easily, we are left with
only one way of performing the computation represented in Figure 5.2a on the targeted hardware
(ibmq_valencia here): change the computation to an equivalent computation that checks the
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Figure 5.3: SWAP gate. This gate exchange the state of 2 qubits.

topology requirements imposed by the hardware. A valuable tool to reach this goal is the SWAP
gate shown in Figure 5.3. The SWAP gate can be used to exchange 2 qubits states, allowing to
change the mapping between logical and physical qubits at the time of execution.

An equivalent quantum circuit that checks the hardware topology is depicted in Figure 5.2c.

5.1.2 Automatically adapting any quantum computation to a given topology

The problem of automatically adapting a quantum computation (i.e., a quantum circuit) to a
given topology has already been studied in several research papers and is a vibrant and active
domain of research.

Two main types of methods have been used in the literature to solve this problem. The
first method consists in reformulating the problem as a mathematically equivalent problem that
can then be solved using a specialised solver. The target mathematically equivalent problem
often uses the formalisms of Integer Linear Programming (ILP) [154–157], Satisfiability Modulo
Theory (SMT) [158, 159], or even Constraint Programming (CP) [160, 161]. These approaches
have the huge advantage of building over well known and studied optimisation problems for
which highly efficient solvers are available. Moreover, most of the solvers available are able to
compute the exact optimal solution to the problem, minimising a cost function that is often
the number of gates added to the quantum circuit to adapt it. However, all these methods are
difficult to scale for larger quantum circuits, either containing more qubits or containing more
quantum gates, and as such suffer from very long runtime even for medium-sized problems. The
second type of methods use heuristic algorithms to adapt the quantum circuit, starting from the
first quantum gate and transforming the circuit sequentially by making each gate one after the
other hardware-compliant.

Most of the previous works [162–166] using the second method are specialised to a nearest-
neighbour connectivity and cannot be directly applied to actual quantum architectures such
as ibmq_valencia or ibmq_almaden that do not have a nearest-neighbour connectivity (Fig-
ures 5.1b and 5.4). More recent work [167–174] introduced approaches and algorithms that are
not restricted to a specific topology. For example, the algorithm presented in [167] uses an
heuristic approach to find the best permutation at each step of the quantum circuit transfor-
mation. Instead of representing a quantum circuit as a fixed sequence of layers like most of
the previous works, [175] introduced a Directed Acyclic Graph (DAG) representation that takes
into account commutativity of quantum gates and their time dependencies. A major improve-
ment has been shown by [169] which uses a “forward-backward-forward” algorithm. Moreover, a
“look-ahead” strategy has been introduced in the heuristic cost function for further optimisation
in some existing works, notably [167, 169–171, 174]. Most of the methods and algorithms cited
only use SWAP gates to adapt the original quantum circuit. A notable exception is [171] that
considered both Bridge and SWAP gates. Finally, most of these works aim at minimising the
number of inserted gates and do not consider the impact a imperfect quantum gates and the
error-rate variations that can be witnessed between different qubits.

The algorithms used in [155, 158, 176–178] try to use calibration data of the targeted quantum
chip in order to insert additional 2-qubit (SWAP) gates between strongly linked qubits, i.e., qubits
that are linked with a low 2-qubit gate error rate. However, these works do not consider a holistic
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Figure 5.4: ibmq_almaden topology. Qubits are represented as circles and indexed from 0 to 19. A
connection between two qubits is represented by an edge between the two qubits.

Qubit number 20
Single qubit error rate 2.655e−4 to 9.569e−4

CNOT error rate 8.136e−3 to 3.403e−2

id gate length 35.56 ns
u1 gate length 0 ns
u2 gate length 35.56 ns
u3 gate length 71.11 ns
CNOT gate length 248.88 ns to 860.44 ns
T1 34.66 µs to 139.46 µs
T2 12.16 µs to 200.25 µs

Table 5.1: ibmq_almaden characteristics. Note that the exact hardware characteristics are not constant
and change at each re-calibration of the chip.

view of the problem, either lacking a good and automatic way of “seeding” the solver or using
heuristic methods that are not efficient enough to select the best candidates in some common
cases.

In this work, we follow the second type of methods that consist in developing a heuristic
algorithm to choose the best SWAP to insert based on calibration data. We propose a Hardware-
Aware (HA) heuristic mapping transition algorithm to address the drawbacks mentioned above.
First, we present a mapping transition algorithm that takes into account the hardware topology
and the calibration data to improve the overall output state fidelity and reduce the total execu-
tion time. Second, to reduce the number of additional gates required to map the quantum circuit
to the quantum chip, our algorithm is able to select between a SWAP or Bridge gate. Finally, we
ran our HA algorithm on real quantum hardware and compared it with various other algorithms
from the literature.

5.1.3 Examples of quantum hardware

Figure 5.4 shows the topology, also called coupling graph, of IBM Quantum’s ibmq_almaden, a
20-qubit system. Each vertex represents a qubit and each edge represents the coupling intercon-
nect between the two qubits it links. Table 5.1 lists a summary of the calibration data that have
been extracted from [179] for ibmq_almaden. It includes CNOT error rates, single qubit error
rates, energy relaxation and decoherence characteristic times T1 and T2, and execution time
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(gate length). The calibration data show that the error of the only 2-qubit gate is one order
of magnitude higher than their 1-qubit counterparts. This is also the case for gate execution
times: 2-qubit gates are approximately an order of magnitude slower than 1-qubit gates. For
simplicity and because of the relatively low error rates and execution times of 1-qubit gates
when compared to 2-qubit gates, we focus on 2-qubit gates in this paper.

Moreover, it is important to note that all the interconnects between qubits are not equal.
When looking at the CNOT gate error rate or execution time on ibmq_almaden, the best CNOT
gate has an error rate 4.18 times lower than the worst CNOT and the maximum execution time is
3.46 times longer than the minimum one. Therefore, as rightly noted in [176], we cannot treat
each qubit equally, and we have to consider the topology as well as their error rate. CNOT gates
can be applied in either direction by conjugating with H gates. As we do not consider 1-qubit
gates in this study, we do not have to consider any “native” CNOT direction.

5.2 Proposed solution
Our algorithm improves over the SABRE algorithm presented in [169], which is a SWAP-based
heuristic algorithm to reduce the number of additional CNOT gates. We propose a Hardware-
Aware SWAP- and Bridge-based heuristic search algorithm. Compared to the SABRE algorithm,
which only aims at reducing the number of additional gates, we improve the final circuit fidelity
as well as reduce the number of additional gates by introducing a new distance matrix that
takes into account both the hardware connectivity and the last calibration data available for
the targeted chip. Moreover, SABRE algorithm only uses SWAP gate whereas our algorithm
is able to decide between SWAP and Bridge gates to further reduce the number of additional
gates. Finally, we also develop an initial mapping algorithm called Hardware-aware Simulated
Annealing (HSA) in order to evaluate the mapping transition algorithm of different flavours.

The introduced algorithm takes as input a quantum program written in the OpenQASM
2.0 language [180] and the calibration data of a specific IBM quantum device. During the
compilation process, it considers the hardware constraints such as hardware topology, gate
availability and error rates. Then, the quantum circuit transformation algorithm is applied. It
contains two main parts: a initial mapping algorithm and a mapping transition algorithm. In
the mapping transition step, some optimisations are done to generate a circuit with a better
performance in terms of final state fidelity. The source code is publicly available at https:
//github.com/peachnuts/HA.

We start by explaining our HA algorithm in Section 5.2.1. In Section 5.2.2, we describe the
hardware-aware simulated annealing (HSA) method for initial mapping. Finally, Section 5.2.3
presents the metrics used to evaluate our algorithm.

5.2.1 Hardware-aware SWAP- and Bridge-based heuristic search

Initialisation of the algorithm

The first step of the algorithm is to process the input quantum circuit in order to reformulate
it in a more convenient data format. Starting from the input quantum circuit, we can obtain
a Directed Acyclic Graph (DAG) circuit which represents the operation dependencies in the
quantum circuit without considering the hardware constraints. The DAG is constructed such
that quantum gates are represented by the graph nodes and the directed edge (i, j) between
nodes i and j represents a dependency from gate i to j, i.e., gate i should be executed before j.
Figure 5.5 shows an example of a quantum circuit that is then transformed into a DAG.

Once the DAG is constructed, graph nodes (i.e., quantum gates) can be ordered following
gate dependencies. For example if gate j depends on gate i, then gate i will be ordered before
gate j. One possible ordering that fulfil this property is the well known topological ordering.
Depending on the quantum circuit, a topological ordering might not be unique.

https://github.com/peachnuts/HA
https://github.com/peachnuts/HA
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Figure 5.5: Transformation of a quantum circuit to a Directed Acyclic Graph (DAG).
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(a) Beginning of the HA map-
ping algorithm. g1 and g2 do
not overlap and are the first
gates in the circuit so they are
in the front layer F . The other
gates are not executable and
are consequently in the extended
layer E.
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(b) g1 and g2 are compli-
ant with the hardware topology.
They are executed and removed
from F . The gate g3 is pushed
into F as it is now “executable”.
g4 overlaps with (i.e., depends
on) g3 and as such cannot be
inserted in F .
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(c) After Bridge insertion, g3
is executed and removed from
F . g4 no longer overlap with
a gate in F and is added to the
front layer. g5 overlaps with g4
and so should stay in E.

Figure 5.6: Evolution of the front (resp. extended) layer F (resp. E) on a simple circuit with a detailed
explanation at each step.
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Quantum gates can then be divided into three groups: the executed gates, the executable
gates, and to be executed future gates. Executed gates are quantum gates that have already
been mapped by the algorithm. Executable gates constitute the front layer, denoted F . A gate
is considered executable when all the gates it depended on are in the executed gates group.
Finally, gates that are not yet executed nor executable are included in the extended layer E.
An illustration of layers E and F is shown in Figure 5.6.

The HA algorithm

The core of the HA algorithm then starts by checking sequentially the quantum gates of the
circuit, following a topological ordering. If the quantum gate currently being checked is natively
executable (i.e., all its predecessors are executed and the gate topology is compatible with the
hardware topology) the algorithm marks this gate as executed and go on to the next gate. Else,
if the gate is not natively executable, it is added to the front layer F . By following a topological
order, the algorithm ensures that for each explored gate, all its predecessors are either executed
or in the front layer. This process is then repeated until no more quantum gate can be added to
the front layer F , i.e., when the currently explored quantum gate has predecessors in the front
layer or when no gate is left to explore.

When the front layer F is full, the HA algorithm calls a heuristic function to choose the best
SWAP or Bridge gate to insert in order to make some of the gates in the front layer executable. If
any gate becomes executable after a SWAP insertion (or if it is executed by inserting a Bridge),
it is removed from the front layer and marked as executed. The algorithm then iterates, adding
gates to the front layer and inserting SWAP or Bridge gate until the quantum circuit is fully
mapped.

The skeleton of the main algorithm can be found in [169, Algorithm 1] with only some minor
adjustments to allow the insertion of Bridge gates that will not change the current mapping,
denoted as π in the algorithm.

The algorithm used to choose what is the best SWAP gate to insert at a given point in the
algorithm as well as select the best candidate between a SWAP and a Bridge gate is based on
a heuristic cost function described in Algorithm 3. In order for this heuristic to work best,
the most recent calibration data should be retrieved through the IBM Quantum Experience or
Qiskit API before each usage of the HA algorithm to ensure that the algorithm has access to
the most accurate and up-to-date information possible.

The heuristic method to insert a SWAP or Bridge starts by constructing a list of all the
candidate SWAP gates, named swap_candidate_list in Algorithm 3, from the quantum gates
in the front layer F and the hardware coupling graph G. Then, for each SWAP candidate a
temporary mapping πtemp is computed with the Map_Update function. The final cost of the
candidate SWAP is computed following Equation (5.5). The SWAP with the minimum score is
selected and called SWAPmin.

The last step is to choose between a SWAP gate or a Bridge gate. A SWAP gate can always
be used, whereas a Bridge gate can only be inserted if a gate in the front layer F becomes
executable from the mapping obtained after applying the SWAPmin gate. If the conditions to
insert a Bridge gate are not met, HA algorithm inserts a SWAP gate. Else, the algorithm decides
the gate (SWAP or Bridge) to insert based on the effect of the SWAP gate on the extended layer E.
The SWAP gate effect is computed with Equation (5.6). A negative effect implies that changing
the mapping with a SWAP gate will have a short-term negative impact in the future, making the
gates in the extended layer harder to adapt. In the case of a negative effect, a Bridge gate,
which does not change the current mapping, is inserted. Otherwise, if adding a SWAP gate has a
positive effect on the extended layer, the algorithm inserts a SWAP gate.
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Algorithm 3: Heuristic algorithm for selecting additional gate candidate
input : Circuit DAG, Coupling graph G, Current mapping πc, Distance matrix D,

Swap matrix S, front layer F , Extended layer E, Weight parameter W
output: New mapping πn, Inserted gate gadd

1 begin
2 Set score to empty list;
3 Set effect to empty list;
4 swap_candidate_list ← FindSwapPairs(F , G);
5 for swap ∈ swap_candidate_list do
6 πtemp ←Map_Update (swap);
7 Hbasic ← 0;
8 for gate ∈ F do
9 Hbasic ← Hbasic + D(gate, πtemp) ;

10 end
11 Hextended ← 0;
12 for gate ∈ E do
13 Hextended ← Hextended + D(gate, πtemp) ;
14 effect_cost ← effect_cost + D(gate, πc) − D(gate, πtemp);
15 end
16 H ← 1

|F |Hbasic + W
|E|Hextended ;

17 score.append(H);
18 effect.append(effect_cost);
19 end
20 Find the swap with minimum score: swapmin;
21 Find the gate in F that become executable by applying swapmin: gs;
22 if effect [swapmin] < 0 and S(gs,πc) = 2 then
23 πn ← πc;
24 gadd ← gB;
25 else
26 πn ← Map_Update (swapmin);
27 gadd ← swapmin;
28 end
29 return πn, gadd;
30 end
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Heuristic cost function for SWAP pairs

A heuristic cost function H is introduced to estimate the cost of each possible (i.e., natively
executable) SWAP pairs at a given step of the iterative algorithm. Its objective is to quantify the
quality of the possible SWAP pairs according to the distance considered and to select the best
SWAP pair.

When inserting a SWAP gate, the circuit is divided into two layers: the front layer F and the
extended layer E. Note that inserting a SWAP gate will not only influence the gates in the front
layer F but also the gates in the extended layer E. The approach of considering the SWAP pair’s
impact on the extended layer is referred as the look-ahead ability. It can contribute to an overall
better performance of the algorithm and depends on the size of the extended layer E.

In order to build the HA algorithm presented in this chapter, we devised several metrics
that can be used to estimate the cost of a SWAP pair. We considered three different distance
matrices: swap matrix S, swap error matrix E and swap execution time matrix T . Because
S, E , and T contain entries with incompatible units and different scales, we update T to make
it dimensionless and each matrix is normalised. Moreover, we introduce weights (α1, α2, and
α3 for S, E , and T , respectively) to allow to choose the importance of each of the parameters:
number of SWAPs, SWAP gate error and SWAP gate execution time.

Matrix S is constructed such that the entry (i, j) stores the distance on the real hardware
between qubit i to a neighbour of qubit j, which is also equal to the minimum number of SWAP
gates needed to move qubit i to qubit j. The matrix is efficiently constructed by using the
Floyd-Warshall algorithm [181].

Matrix E stores in its entry (i, j) the minimum error rate attainable to move the qubit i to a
neighbour of qubit j. The error rate of each possible SWAP is computed based on the calibration
data of the native CNOT gates and the decomposition shown in Figure 5.3.

The success rate of a CNOT between the physical qubits Qi and Qj , denoted by S(Qi, Qj),
is computed from the error rates given in the calibration data. Equation (5.1) computes the
error rate of a SWAP gate between two connected physical qubits Qi and Qj while taking into
account that the swap operation is symmetric. The final E matrix is constructed by using the
Floyd-Warshall algorithm on the graph GE with the computed errors as edge weights.

GE(Qi, Qj) = 1− S(Qi, Qj)× S(Qj , Qi)×max(S(Qi, Qj), S(Qj , Qi)) (5.1)

Matrix T is computed, similarly as S and E , with the Floyd-Warshall algorithm applied
on graph GT but by using the SWAP execution time. This execution time is computed with
Equation (5.2) where t(Qi, Qj) is the execution time of the CNOT gate with Qi as control and Qj
as target, extracted from the calibration data.

GT (Qi, Qj) = t(Qi, Qj) + t(Qj , Qi) + min(t(Qi, Qj), t(Qj , Qi)) (5.2)

The summation of the three matrices forms a new matrix called distance matrix D (shown
in Equation (5.3)). The distance matrix represents the “distance” between each pair of qubits in
the quantum chip. Here, the “distance” means the combination of swap distance, overall error
rate and execution time of the shortest path.

D = α1 × S + α2 × E + α3 × T (5.3)

Inserting a SWAP gate will have an impact on the current mapping πc, changing it to πtemp.
We compute the cost of this SWAP on the front layer F with the cost function Hbasic shown in
Equation (5.4). A small score means that the mapping πtemp makes the hardware topology close
the topology required by the gates in the front layer F . The SWAP pair with the minimum score
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=

Figure 5.7: Implementation of the Bridge gate. This gate can be useful to implement a CNOT between
two qubits that share a common neighbour without changing the current mapping.

is selected as the best candidate.

Hbasic =
∑
g∈F

D[πtemp(g.q1)][πtemp(g.q2)] (5.4)

We also consider the impact of the SWAP pair on the extended layer E. The impact of a
SWAP on the front layer is prioritised over its impact on the extended layer. As a result, a weight
parameter W is added to the extended layer cost to scale its impact. Moreover, the impacts
on the front layer and extended layer are normalised by dividing them with their respective
number of gates. The complete heuristic function including the extended layer E with look-
ahead ability is shown in Equation (5.5). Even though Equation (5.4) and Equation (5.5) are
similar to equations in [169], it is important to note that the distance matrix D is different.

H = Hbasic
|F |

+ W

|E|
∑
g∈E

D[πtemp(g.q1)][πtemp(g.q2)] (5.5)

Heuristic cost function to estimate the effect of SWAP versus Bridge gates

An equally important metric of the HA algorithm is the heuristic cost function that estimates
the usefulness of a SWAP. In some situations (that happen on real topologies and circuits), even
the best SWAP may have a negative impact on the overall circuit. In that case, inspired by [171],
our heuristic function decides to insert a Bridge gate instead of a SWAP gate if the topology
allows it. The decomposition of the Bridge gate with four CNOTs is shown in Figure 5.7. The
Bridge gate allows executing a CNOT between two qubits that share a common neighbour.

It is important to note that using a Bridge gate does not induce an additional cost in term
of gate number when compared to a SWAP gate. Actually, both gates require 4 CNOT gates in
total (for the SWAP gate: 3 gates to implement the SWAP and 1 additional gate to perform the
CNOT). The Bridge gate can only be used to replace a CNOT if the distance between the control
and target qubits (i.e., the minimum number of links between the two qubits) is exactly two.

Figure 5.8a shows an example of quantum circuit that is mapped to ibmq_valencia with
the topology described in Figure 5.1b. The quantum gates g1 and g2 comply with the topology
of the chip, but g3 does not. By evaluating the heuristic cost function H, the SWAP between q0
and q1 is selected. But as shown in Figure 5.8b, the chosen SWAP has a negative impact on the
extended layer: gate g5 is no longer executable and another SWAP gate is required to execute it.

Such situations can be solved by using a Bridge gate instead of a SWAP gate as shown in
Figure 5.8c. Since the distance between the control qubit q0 and the target qubit q3 of gate g3
is 2, we can insert a Bridge gate instead. Using a Bridge gate allows to execute the CNOT gate
g5 without changing the current mapping. Moreover, by using a Bridge gate, we only add three
CNOTs to map the entire circuit, instead of six if only SWAP gates were used.

The decision to insert either a SWAP or a Bridge gate happens only when the cost H of each
SWAP pair is computed and the best SWAP pair has been chosen. Then, two different mappings
are considered: πc, the currently used mapping (i.e., before executing the best SWAP pair or
equivalently the mapping obtained after inserting a Bridge gate), and πtemp, the new mapping
that would be obtained after inserting the best SWAP gate.
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(a) Original quantum circuit that should be compiled in order to be executable on ibmq_valencia.
q0(Q0)

q1(Q1)

q2(Q2)

q3(Q3)

q4(Q4)

Q0

Q1

Q2

Q3

Q4

(b) Compiled circuit using SWAP gates.
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(c) Compiled circuit using Bridge gate.

Figure 5.8: An example of a quantum circuit showing the difference between SWAP and Bridge transfor-
mations. Because Q0 and Q3, the two qubits involved in the gate g3, have Q1 as a common neighbour,
both transformations are applicable. Comparing the obtained circuits, the SWAP transformation is more
costly due to the fact that the effect of the first SWAP on the current mapping have to be undone to execute
g5. In this example, the Bridge transformation avoids 3 additional CNOT gates.

The overall effect of the SWAP gate on the extended layer E is computed according to Equa-
tion (5.6):

Effect (πc, πtemp) =
∑
g∈E

D[πc(g.q1)][πc(g.q2)]−D[πtemp(g.q1)][πtemp(g.q2)]. (5.6)

If the effect of the best SWAP gate is negative, this means that the considered SWAP pair has
an overall negative impact on the extended layer E. In this case, we consider that it is better
to keep the current mapping so, if the hardware topology allows it, a Bridge gate is inserted
instead of a SWAP gate.

Runtime analysis

The HA algorithm outperforms SABRE algorithm thanks to several modifications while retain-
ing its low asymptotic complexity. The mapping procedure is separated into two steps: an
initialisation step that is independent of the mapped quantum circuit and a mapping step.

The initialisation step computes the distance matrix that is used afterwards in the mapping
step. In our algorithm, the distance matrix is computed according to Equation (5.3). Each of
S, E and T appearing in the distance matrix D require to use the Floyd-Warshall algorithm
once on the hardware graph G. This means that we need to perform three calls to an algorithm
that scales as O(n3), n being the number of qubits of the targeted quantum chip. Moreover,
the weights used by the Floyd-Warshall algorithm for the matrices E and T should be retrieved
online with Qiskit API. This retrieval is an operation that theoretically takes O(n2) time in the
worst case as we need to retrieve CNOT error rates and execution time for each link. Note that
the current quantum chips only have O(n) links and so the asymptotic complexity of this step
is O(n). Overall, the initialisation step is dominated by the cost of applying the Floyd-Warshall
algorithm, that takes O(n3) time.

After the initialisation step, the actual mapping procedure is applied. Let n be the number
of qubits, g the number of CNOT gates in the mapped quantum circuit and d the diameter of the
chip, i.e., the minimum SWAP distance between the two farthest qubits on the quantum chip. In
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the worst case scenario, all the CNOT gates should be mapped because none of them comply with
the hardware topology. Moreover, all the CNOT gates might need up to d SWAPs in order to become
executable. Finally, for each SWAP insertion we need to execute the heuristic cost function. This
function will need to explore at most n2 links (in the case of an all-to-all connected chip, this
number improves to O(n) on practical quantum chips with a nearest-neighbour connectivity),
where exploring one link might take a time of O(g) if all the CNOT gates are included in either
F or E. In summary, the mapping step takes O(g2dn2) time in the worst case, which can be
improved to O(gn2.5) under reasonable assumptions (nearest-neighbour chip connectivity, i.e.,
d ∈ O(

√
n), and an extended layer E with at most O(n) CNOT gates).

It is important to note that the initialisation step only needs to be repeated when the
calibration data change but that requires to recover data from the Internet which can be a slow
operation (in the order of several seconds).

5.2.2 Initial mapping

Heuristic-based mapping transition algorithms rely crucially on a good initial mapping to achieve
the best results. A well-known algorithm when trying to approximate the global minimum of
a scalar function with a discrete search space is simulated annealing. Simulated annealing is
a meta-heuristic designed to explore the search space by randomly selecting neighbours of the
current state, evaluating them with the provided cost function and evolving in such a way that
the algorithm will not be trapped into local minimums. The simulated annealing algorithm is
depicted in Algorithm 4.

A modified version of simulated annealing has already been applied in [170] where a repetition
parameter R is used to explore several neighbours at each temperature step. The authors
consider a simple get_neighbour function that modifies randomly the current mapping π to
a neighbouring mapping πneighbour. However, get_neighbour function is limited as it is not
aware of the underlying hardware. This means that from the set of mappings generated by this
function and evaluated by the simulated annealing procedure, several mappings can be excluded
even before evaluating the mapping cost.

We aim to improve the initial mapping generated with the simulated annealing procedure
by designing a Hardware-aware Simulated Annealing (HSA) algorithm using a hardware-aware
get_neighbour method to explore the neighbouring mappings. To explore different mappings,
we separate the get_neighbour procedure in three algorithms governed by a top execution
policy. This top layer policy decides which one of the three algorithms the get_neighbour
method should execute to obtain a new mapping. The policy we used randomly chooses which
algorithm to use from the value of a random number.

The first algorithm, called shuffle, does not change the physical qubits involved in the
current mapping but changes how they are mapped to logical qubits. The most straightforward
algorithm that can be used for this task is a random shuffle: we list the physical qubits involved
in the mapping, randomly shuffle them, and obtain a new arbitrary mapping with the same
physical qubits.

The second algorithm, expand, does not change the mapping between physical qubits and
logical ones but replaces one of the physical qubits involved in the mapping by another physical
qubit that is not part of the mapping. Instead of a hardware-unaware expand, we use an
expand algorithm that tries to avoid separating the physical qubits in the current mapping into
two disconnected groups. Moreover, the algorithm encourages re-arrangement of qubits based
on the figure of merit chosen (i.e., final state fidelity, circuit depth, execution time). In this
algorithm, we consider that strongly connected qubits have high fidelity. The hardware-aware
implementation aims to identify the qubits with the least and most connections. Finally, based
on tests related to qubit measurement operations and their communicated error rate, we found
them to be a non-negligible source of errors. To account for theses errors, we add a weight to
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Algorithm 4: Simulated annealing
input : Initial mapping π0, Cost function C, Neighbour computation function

get_neighbour, Initial temperature Tinit, Final temperature Tf , Temperature
evolution constant ∆

output: Best initial mapping found πopt

1 begin
2 π() ← π0();
3 πopt() ← π0();
4 T () ← Tinit();
5 cost() ← C(π);
6 costopt() ← cost;
7 while T () > Tf do
8 πneighbour() ← get_neighbour(π);
9 costneighbour() ← C(πneighbour);

10 if costneighbour() < costopt then
11 costopt() ← costneighbour;
12 πopt() ← πneighbour;
13 end
14 if costneighbour() < cost then
15 cost() ← costneighbour;
16 π() ← πneighbour;
17 else
18 if rand() < exp

(
cost()-costneighbour()

T

)
then

19 cost() ← costneighbour;
20 π() ← πneighbour;
21 end
22 end
23 T () ← T () × ∆;
24 end
25 return πopt;
26 end
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Figure 5.9: Topology of the ibmq_tokyo quantum chip.

each qubit accounting for its measurement error-rate.

The third algorithm used in the get_neighbour algorithm is called reset. Its purpose is
to give the possibility to the simulated annealing algorithm to escape local-minimums. This
algorithm is needed because the first two algorithms shuffle and expand will likely explore
only the close neighbourhood of the current mapping and may not be able to escape a local
minimum. To avoid being stuck, the reset algorithm tries to find a potentially good new initial
mapping from a randomly chosen qubit, without considering the previously explored mappings.
The algorithm starts with a random qubit and expands the mapping by iteratively weighting all
the qubits and adding the best qubit to the new mapping.

5.2.3 Metrics

In order to evaluate the efficiency of HA algorithm over the state of the art, metrics have to
used.

The first metric used to compare the algorithms is the success rate of the different mapped
quantum circuit on a given hardware. The success rate of a quantum circuit is the frequency
of correct outputs over a large number of repetitions. This metric can only be used when the
quantum circuit used for the benchmark has a pure quantum state as expected output. We
computed the success rate over 8192 repetitions.

The second metric chosen is the additional number of CNOT gates. This metric is tightly
linked with the total number of SWAP/Bridge gates inserted and is often a good and easy to
compute proxy metric for the success rate due to the high error rate of CNOT gates.

The third metric is the total execution time of the circuit. As the execution time of each
CNOT gate can be extracted from [179], we can estimate the overall execution time of a given
circuit. This metric is important for several reasons. First, it shows the ability of the mapping
algorithm to schedule gates in parallel when possible and how good is the algorithm at doing this.
Secondly, it allows us to have an idea of the importance of decoherence noise in the computed
fidelity. For each qubit, the execution time is computed by adding the total execution time of
gate operations acting on it. The longest qubit execution time is selected to represent the total
execution time of the quantum circuit.
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5.3 Evaluation and comparison of the proposed HA Algorithm

5.3.1 Methodology

We collected quantum circuits from previous works that aimed at building a collection of circuits
for benchmarking purpose [167, 169, 182]. These quantum circuits include several implementa-
tions taken from RevLib [183] as well as implementations of quantum algorithms from a variety
of domains including optimisation, simulation, quantum arithmetic, etc. These benchmarks are
well known in the community and given as quantum circuits written in the OpenQASM 2.0
language [180].

We chose to evaluate our algorithm on two quantum chips, ibmq_almaden and ibmq_valencia,
available from the IBM Quantum experience website. Additionally, we used the ibmq_tokyo chip
that is not accessible anymore but has been widely used as benchmark by state-of-art algorithms.
ibmq_almaden is a 20-qubit quantum chip. Its topology and characteristics are summarised in
Figure 5.4 and Table 5.1. ibmq_valencia is a 5-qubit chip depicted in Figure 5.1b. ibmq_tokyo
is a 20-qubit virtual chip depicted in Figure 5.9.

Our algorithm is implemented in Python and the Qiskit version is 0.19.1. To empirically
evaluate our algorithm, we use a personal computer equipped with 1 Intel i5-5300U CPU and 8
GB memory. The Operating System is Ubuntu 18.04.

At the time of writing, several algorithms already exist and are available, as discussed in
Section 5.1. The SABRE algorithm [169] seems to be among the best performers when using
the second metric described in Section 5.2.3, the number of additional gates inserted in order
to make the given quantum circuit hardware-compliant. The authors also provide a good initial
mapping method. Among the iterative improvements based on the SABRE algorithm, the
DL [174] (Dynamic Look-ahead) algorithm seems to be a good candidate for inclusion in our
benchmark as it shows an improvement of the number of additional gates required. Moreover,
the mapping method presented in [158] uses hardware calibration data to try to find a good
mapping and as such is interesting to include in the benchmarked algorithms.

We compare the HA algorithm to all the algorithms cited above. The source code of SABRE
has been provided by the authors of the algorithm, and the mapping method presented in [158],
called Noise-Adaptive (N-A) Compiler, has been integrated into Qiskit as a transpiler pass.
Finally, we also include the default transpiler included in Qiskit as baseline. We execute our
HA mapping transition algorithm with two different initial mapping algorithm: SABRE initial
mapping algorithm and our Hardware-aware Simulated Annealing (HSA) algorithm.

Summarising, five different algorithms are included in the benchmarks: (1) our HA map-
ping algorithm with SABRE initial mapping; (2) our HA mapping algorithm with HSA initial
mapping; (3) SABRE mapping algorithm with SABRE initial mapping; (4) N-A Compiler and
(5) Qiskit transpiler. For a fair comparison, we set the optimisation_level parameter of the
Qiskit transpiler to 01 and make sure that the circuits obtained from the five methods are all
executed with the same calibration data. Moreover, when using the N-A Compiler, the routing
method is set to “look-ahead” to make sure that it uses its look-ahead ability.

To evaluate our algorithm with the different initial mapping methods, we allow each of them
to call the mapping algorithm at most 100 times. The number of calls to the mapping algorithm
is a natural parameter of the simulated annealing-based method, but the SABRE initial mapping
method only requires 2 calls. To let the SABRE algorithm take advantage of a larger number of
calls, we repeat the algorithm on several random initial mappings until no more calls are allowed
and choose the best mapping found. The whole process is repeated 10 times to obtain 10 initial
mappings.

We divide benchmarks by size according to their number of gates. We only execute small size

1The optimisation_level is set to zero to only use the mapping algorithm and avoid other modifications of
the quantum circuit that do not happen with the other benchmarked algorithms.
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Figure 5.10: Comparison of the average number of additional gates and success rate on ibmq_valencia.
HA algorithm has been used with α1 = 0.5, α2 = 0.5 and α3 = 0.

benchmarks on real quantum hardware, because the larger benchmarks results are exhibiting too
much noise to obtain any meaningful results. Moreover, the initial mapping generation process
described above is applied on small and medium sized benchmarks. Large benchmarks suffer
from long run time, so we generate 10 initial random mappings and use them with different
algorithms. When using ibmq_tokyo virtual chip, we select the best results out of 5 attempts,
which is a similar approach applied in the SABRE and DL research papers.

When testing the HSA algorithm we used the random policy described in Section 5.2.2 to
choose which one of the three subroutines to execute. The shuffle procedure is executed with
a probability of 0.9, the expand algorithm is chosen with a probability 0.08 and the reset
procedure is executed when the two previous algorithms are not used (i.e., with a probability of
0.02).

First, we compare the number of additional gates and success rate. The weight parameter
α1 associated with the SWAP matrix S is set to 0.5, the weight parameter α2 associated with the
CNOT error matrix E is set to 0.5 and α3, the weight associated with the CNOT execution time
matrix T is set to 0.

In a second time, we compare the number of additional gates and total execution time.
Weight are set as (α1, α2, α3) = (0.5, 0, 0.5).

Finally, we compare the number of additional gates for circuits that are not executable on
the real quantum device with the weights (α1, α2, α3) = (1, 0, 0).

For these three scenarii, the weight parameter W in the cost function Equation (5.5) is set
to 0.5 and the extended layer size is set to |E| = 20.

5.3.2 Experimental results

As stated in Section 5.3.1, we compiled several circuits with the 5 mapping algorithms to bench-
mark. Both ibmq_valencia (see Figure 5.10) and ibmq_almaden (see Figure 5.11) have been
used as target backend.

We compare both the average number of additional gates (see Figure 5.10a and Figure 5.11a)
and average success rate (see Figure 5.10b and Figure 5.11b) among the 10 initial mappings for
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Figure 5.11: Comparison of the average number of additional gates and success rate on ibmq_almaden.
HA algorithm has been used with α1 = 0.5, α2 = 0.5 and α3 = 0.

each of the five benchmarked methods. The complete experimental results are listed in Table 5.4
and Table 5.5.

The Qiskit default qubit mapping algorithm is nearly always the worst one in terms of
additional gates, which translates in most of the cases to the worst output state fidelity. Although
N-A compiler takes into account the calibration data and uses a look-ahead strategy, results
show that it does not outperform the SABRE mapping algorithm with SABRE initial mapping
(labelled as SABRE in the plots). Our HA mapping algorithm with SABRE initial mapping
(labelled as HA+SABRE in the plots) seems to be the best combination as, on average, it achieves
the best success rate. Moreover, HA+SABRE gives the minimum number of additional gates. HA
mapping algorithm with HSA initial mapping (labelled as HA+HSA in the plots) is also good, but
its results are less consistent than HA+SABRE due to its random nature. Although, in many test
cases, it outperforms SABRE.

We also tried to map and execute the qft_10 circuit which implements a Quantum Fourier
Transform (QFT) on 10 qubits. We found that its success rate is less than 0.01 for all the methods
tested in the benchmark. Because the base success rate is too low to perform a meaningful
comparison, we only compare the number of additional gates as summarised in Table 5.2 and
Table 5.3 for quantum circuits with a medium-to-large number of gates.

Figure 5.12 shows the result of comparing the execution times, number of additional gates
and success rates of the HA algorithm with SABRE algorithm on ibmq_valencia. The execution
time is reduced by 19% on average. Even though the weight parameter α2 of CNOT error matrix
E is set to 0, the success rate is improved by 8%. The number of additional gates is reduced by
38%.

Table 5.2 lists the result of the number of additional gates on ibmq_almaden. Using the
selection of SWAP and Bridge gate, the HA algorithm can outperform SABRE on circuits with
different sizes. For medium circuits, HA and SABRE give similar results, with HA improving
the result from SABRE for only one circuit among the eight circuits tested. For large circuits,
HA outperforms SABRE and consistently reduces the number of additional gates by 28% on
average. Table 5.3 shows the number of additional gates on ibmq_tokyo when comparing the
HA algorithm with SABRE and DL. DL outperforms SABRE on nearly all the benchmarked



5.4. Conclusion 117

m
od
5m

ils
65

al
u-
v0

27

3
17

13
de
co
d2
4-
v2

43

m
od
5d
2
64

4g
t1
3
92

10

15

20

25

30

35
E
x
ec
u
ti
on

ti
m
e
(µ
s)

SABRE HA

(a) Execution time
m
od
5m

ils
65

al
u-
v0

27

3
17

13
de
co
d2
4-
v2

43

m
od
5d
2
64

4g
t1
3
92

10

20

30

40

N
u
m
b
er

of
ad

d
it
io
n
a
l
g
a
te
s

SABRE HA

(b) Number of additional gates

m
od
5m

ils
65

al
u-
v0

27

3
17

13
de
co
d2
4-
v2

43

m
od
5d
2
64

4g
t1
3
92

0.1

0.2

0.3

0.4

0.5

0.6

F
id
el
it
y

SABRE HA

(c) Success rate

Figure 5.12: Comparison of execution time, number of additional gates and fidelity on ibmq_valencia.
HA has been used with α1 = 0.5, α2 = 0 and α3 = 0.5.

quantum circuits and the HA algorithm is able to further reduce the number of additional gates
by 14% on average.

The SABRE and DL authors only provide the runtime of their algorithm on ibmq_tokyo. As
such, a comparison of of the three algorithms runtime on this specific chip topology is shown in
Table 5.3. Note that DL is written in C++ and tested on a normal personal computer. SABRE
is written in Python and tested on a server with 2 Intel Xeon E5-2680 CPUs (48 logical cores)
and 378GB memory. Since there is an intrinsic speed difference between C++ and Python as
well as the different devices used, the runtime data in this table are for reference rather than
for comparison.

5.4 Conclusion
In this chapter we presented a classical algorithm that can be used to adapt quantum circuits to a
specific hardware topology by taking into account the calibrations of the chip. We benchmarked
the proposed algorithm against several algorithms that were considered the state-of-the-art at
the time the research was performed and showed that our algorithm is able to improve very
consistently over these algorithms, both with respect to the number of additional quantum
gates and to the success rate of the compiled quantum circuits.
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Table 5.2: Number of additional gates on ibmq_almaden for large circuits. HA has been used with
α1 = 1, α2 = 0 and α3 = 0. n: number of qubits. gall: total number of gates. g: average number of
additional gates. gmin: minimum number of additional gates. t: runtime in seconds. ∆g: comparison of
average number of additional gates between HA and SABRE. ∆gmin: comparison of minimum number
of additional gates between HA and SABRE.

Original Circuit SABRE HA Comparison
type name n gall g gmin g gmin t ∆g% ∆gmin%
medium qaoa 6 270 30 27 30 27 0.008 0 0
medium ising model 10 10 480 0 0 0 0 0.02 0 0
medium ising model 13 13 633 0 0 0 0 0.03 0 0
medium ising model 16 16 786 3 0 9 0 0.10 -200 0
medium qft 10 10 200 93 81 66 42 0.04 29 48.1
medium qft 13 13 403 192 177 195 171 0.07 -1.6 3.4
medium qft 16 16 512 425 372 450 375 0.24 -5.9 -0.8
large adr4 197 13 3439 2973 2856 2136 2004 2.13 28.2 29.8
large radd 250 13 3213 2742 2655 2040 1926 1.62 25.6 27.5
large z4 268 11 3073 2628 2559 1872 1815 1.44 28.8 29.1
large sym6 145 14 3888 3024 2982 2022 1965 2.18 33.1 34.1
large misex1 241 15 4813 3999 3831 2892 2630 3.04 27.7 31.3
large rd73 252 10 5321 4539 4428 3261 3090 3.73 28.2 30.2
large cycle10 2 110 12 6050 5127 5043 3795 3576 4.87 26 29.1
large square root 7 15 7630 6477 6324 4851 4707 7.00 25.1 25.6
large sqn 258 10 10223 8679 8580 6012 5736 13.92 30.7 33.1
large rd84 253 12 13658 11889 11673 8721 8574 24.54 26.6 26.5
large co14 215 15 17936 16710 16368 13071 12426 37.81 21.8 24.1
large sym9 193 10 34881 30558 30027 21900 21168 160.19 28.3 29.5
large 9symml 195 11 34881 30471 30129 21949 21168 151.84 28 29.7
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Table 5.3: Number of additional gates on ibmq_tokyo for large circuits. HA has been used with α1 = 1,
α2 = 0 and α3 = 0. n: number of qubits. gall: total number of gates. g: minimum number of additional
gates. t: runtime in seconds. ∆g: comparison of minimum number of additional gates between HA and
DL.

Original Circuit SABRE DL HA Comparison
type name n gall g t g t g t ∆g%
medium ising model 10 10 480 0 0.004 0 0 0 0.005 0
medium ising model 13 13 633 0 0.007 0 0 0 0.01 0
medium ising model 16 16 786 0 0.01 0 0 0 0.02 0
medium qft 10 10 200 54 0.103 39 0.015 36 0.015 7.7
medium qft 13 13 403 93 0.036 96 0.031 78 0.043 18.8
medium qft 16 16 512 186 0.084 192 0.062 174 0.09 9.4
large adr4 197 13 3439 1614 0.49 1224 0.218 882 1.41 27.9
large radd 250 13 3213 1275 0.48 1047 0.186 840 1.24 19.8
large z4 268 11 3073 1365 0.44 855 0.202 801 1.13 6.3
large sym6 145 14 3888 1272 0.56 1017 0.202 786 1.71 22.7
large misex1 241 15 4813 1251 0.89 1098 0.249 942 2.57 14.2
large rd73 252 10 5321 2133 0.94 2193 0.343 1635 3.19 25.4
large cycle10 2 110 12 6050 2622 1.35 1968 0.348 1719 4.02 12.7
large square root 7 15 7630 2598 1.5 1788 0.406 828 5.66 53.7
large sqn 258 10 10223 4344 3.52 3057 0.563 2712 11.7 11.3
large rd84 253 12 13658 6147 5.39 5697 0.892 3843 21.8 32.5
large co14 215 15 17936 8982 9.51 5061 1.062 6429 36 -27
large sym9 193 10 34881 16653 30.17 13746 2.091 11553 138.3 16

Table 5.4: Comparison of number of additional gates and fidelity on ibmq_valencia. HA has been used
with α1 = 0.5, α2 = 0.5 and α3 = 0. n: number of qubits. gall: total number of gates. g: average
number of additional gates. gmin: minimum number of additional gates. S: mean of success rate. Smax:
maximum of success rate. ∆g: comparison of average number of additional gates between HA+SABRE
and SABRE. ∆gmin: comparison of minimum number of additional gates between HA+SABRE and
SABRE. ∆S: comparison of mean of success rate between HA+SABRE and SABRE. ∆Smax: com-
parison of maximum of success rate between HA+SABRE and SABRE. t: runtime of HA+SABRE in
seconds.

Original Circuit SABRE HA + SABRE HA + HSA Qiskit N-A Comparison
name n gall g gmin S Smax g gmin S Smax t g gmin S Smax g S g S ∆g% ∆gmin% ∆S% ∆Smax%
BV5 5 15 3 3 0.576 0.639 3 3 0.612 0.639 0 3 3 0.581 0.63 12 0.456 3 0.56 0 0 6.3 0
mod5mils 65 5 35 21 21 0.495 0.515 12 12 0.525 0.559 0.003 12 12 0.53 0.559 27 0.275 27 0.443 42.9 42.9 6.1 8.5
alu-v0 27 5 36 24 24 0.322 0.329 18 18 0.437 0.437 0.002 18 18 0.384 0.431 24 0.335 24 0.319 25 25 35.7 32.8
3 17 13 3 36 18 18 0.43 0.476 12 12 0.503 0.546 0.004 12 12 0.463 0.542 36 0.458 21 0.354 33.3 33.3 17 14.7
alu-v1 28 5 37 24 24 0.225 0.233 18 18 0.342 0.384 0.004 18 18 0.269 0.384 39 0.178 27 0.192 25 25 52 64.8
decod24-v2 43 4 52 36 36 0.262 0.396 18 18 0.307 0.37 0.004 18 18 0.303 0.372 36 0.07 36 0.213 50 50 17.2 -6.6
mod5d2 64 5 53 45 45 0.14 0.208 24 24 0.199 0.207 0.005 24 24 0.194 0.207 42 0.171 48 0.125 46.7 46.7 42.1 -0.4
4gt13 92 5 66 45 45 0.171 0.191 24 24 0.194 0.206 0.006 24 24 0.199 0.22 69 0.154 48 0.18 46.7 46.7 13.5 7.9
ising 5 90 24 24 0.133 0.145 24 24 0.134 0.141 0.007 24 24 0.137 0.143 60 0.113 33 0.1 0 0 0.8 -2.8
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Table 5.5: Comparison of number of additional gates and fidelity on ibmq_almaden. HA algorithm
has been used with α1 = 0.5, α2 = 0.5 and α3 = 0. n: number of qubits. gall: total number of
gates. g: average number of additional gates. gmin: minimum number of additional gates. S: mean
of success rate. Smax: maximum of success rate. ∆g: comparison of average number of additional
gates between HA+SABRE and SABRE. ∆gmin: comparison of minimum number of additional gates
between HA+SABRE and SABRE. ∆S: comparison of mean of success rate between HA+SABRE and
SABRE. ∆Smax: comparison of maximum of success rate between HA+SABRE and SABRE. t: runtime
of HA+SABRE in seconds.

Original Circuit SABRE HA + SABRE HA + HSA Qiskit N-A Comparison
name n gall g gmin S Smax g gmin S Smax t g gmin S Smax g S g S ∆g% ∆gmin% ∆S% ∆Smax%
BV5 5 15 3 3 0.436 0.624 3 3 0.497 0.651 0.002 7 6 0.318 0.508 24 0.04 6 0.37 0 0 14 4.3
mod5mils 65 5 35 21 21 0.315 0.47 12 12 0.383 0.481 0.003 19 15 0.268 0.439 54 0.107 33 0.214 42.9 42.9 21.6 2.3
alu-v0 27 5 36 21 21 0.276 0.413 15 15 0.3 0.483 0.002 26 19 0.265 0.408 36 0.127 36 0.139 28.6 28.6 8.7 16.9
3 17 13 3 36 18 18 0.333 0.469 12 12 0.395 0.519 0.002 12 12 0.35 0.502 33 0.216 27 0.207 33.3 33.3 18.6 10.7
alu-v1 28 5 37 24 24 0.25 0.359 15 15 0.391 0.478 0.002 21 21 0.27 0.408 48 0.054 30 0.087 37.5 37.5 56.4 33.1
decod24-v2 43 4 52 36 36 0.199 0.334 18 18 0.284 0.401 0.006 20 18 0.235 0.387 54 0.076 39 0.145 50 50 42.7 20.1
mod5d2 64 5 53 45 45 0.132 0.198 24 24 0.16 0.266 0.003 33 33 0.15 0.263 54 0.073 48 0.056 46.7 46.7 21.2 34.3
4gt13 92 5 66 45 45 0.13 0.249 24 24 0.145 0.312 0.007 32 27 0.165 0.347 99 0.061 66 0.106 46.7 46.7 11.5 25.3
ising 5 90 24 24 0.115 0.177 24 24 0.133 0.191 0.01 36 30 0.121 0.235 51 0.07 33 0.054 0 0 15.7 7.9
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6
Variational quantum linear
solver

Following the results obtained in Chapters 3 and 4 and the research path of Chapter 5, an
interesting approach to check if scientific computing problem solvers can be of interest on NISQ
chips is to actually implement an algorithm that is tailored to noisy and small quantum chips.
In this chapter we perform a study of a variational algorithm that can be used to solve linear
systems of equations: the Variational Quantum Linear System algorithm introduced in [48].
The study performed considers several linear systems of interest and executions on NISQ chips
from IBM.

Contents
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121

6.1.1 Quantum error correction . . . . . . . . . . . . . . . . . . . . . . . . . . 122
6.1.2 Quantum error mitigation . . . . . . . . . . . . . . . . . . . . . . . . . . 122

6.2 Variational quantum algorithms . . . . . . . . . . . . . . . . . . . . . . 123
6.2.1 General idea . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
6.2.2 Ansatz . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
6.2.3 Barren plateaus . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126

6.3 The Variational Quantum Linear Solver . . . . . . . . . . . . . . . . . 127
6.3.1 Cost functions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
6.3.2 Linear systems of interest . . . . . . . . . . . . . . . . . . . . . . . . . . 128

6.4 Results of the study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
6.4.1 Global versus local cost function . . . . . . . . . . . . . . . . . . . . . . 132
6.4.2 Dependence on the condition number κ . . . . . . . . . . . . . . . . . . 132
6.4.3 Dependence on the size of the linear system . . . . . . . . . . . . . . . . 135
6.4.4 Running VQLS on noisy hardware . . . . . . . . . . . . . . . . . . . . . 137

6.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137

6.1 Introduction
The quantum computing field has been evolving at an increasing rate in the past few years
and is currently gaining more traction. Several quantum chips, the underlying hardware that
enable researchers and companies to run quantum algorithms, have been announced by different
research teams. The error rates and number of qubits provided by these chips greatly improved,
with quantum hardware that have up to 127 qubits in the end of 2021 [115]. This increase
in qubit number also comes with steady improvements of the qubits quality as the techniques
around chip engineering, qubit control or software are improving.

This improvement of the quantum computing hardware is to be compared with the advances
in the very active field of quantum algorithms. Quantum algorithms applied to linear algebra,
and more particularly solvers for linear system of equations, are of particular interest as they
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promise to solve an ubiquitous problem in the world of scientific computing: finding efficiently
the solution to a given linear system of equation.

The HHL algorithm [13] was the first quantum algorithm devised to solve the quantum
alternative of the linear system of equation problem. However, a careful study of the theoretical
requirements [38] and practical resources [77] to be able to use it on a given linear system raise
the concern that the HHL algorithm might not be interesting in practical use-cases. Additionally,
due to the large number of gates required to execute the algorithm, the HHL algorithm is not
suitable for NISQ hardware (see Definition 11).

The issue raised by the high error rates characterising NISQ hardware is major and impact
the whole field of quantum computing. As such, a large variety of approaches have been explored
to mitigate the negative impact of noise on computations. The following sections present two of
the most promising approaches.

6.1.1 Quantum error correction

One of the first approaches that has been theoretically explored and is based on classical com-
puting ideas is error correction. The goal of error correction is to embrace the fact that the
underlying hardware is faulty and to reliably correct the errors that might happen. Most of
the classical error correction techniques are based on adding redundant information in order to
detect and/or correct any error that might happen during the communication or computation.
This technique of encoding redundantly an information before performing a potentially faulty
operation to “protect” it from errors is easily applicable to classical bits that can be read and
copied at will, but quantum bits and quantum computing in general are subject to what is called
the no-cloning theorem that forbids the direct translation of classical error-correction techniques
to quantum computers.

Theorem 2 (No-cloning theorem). Let H be a Hilbert space, |φ〉 ⊗ |ψ〉 ∈ H ⊗H two quantum
states from the same state space H. Then, there is no unitary U acting on H ⊗H such as for
all |φ〉 and |ψ〉 in H

U (|φ〉 ⊗ |ψ〉) = |φ〉 ⊗ |φ〉 (6.1)

up to a global phase eiα.

The no-cloning theorem forbids the exact cloning of unknown quantum states, which in turns
forbids the adaptation of certain classical error correction schemes to quantum computing.

Rather than copying quantum states when needed, quantum error-correction schemes [104]
encode a logical qubit, i.e., a perfect, noise-free qubit, using several physical qubits, i.e., noisy
qubits. A crucial point of quantum error-correction schemes is their threshold ε, i.e., the
maximum error-rate the physical qubits can experience before the error-correcting scheme starts
failing [104] and stops correcting all errors. The order of magnitude of the threshold ε depends a
lot on the error-correction scheme used, but it is typically in the order of magnitude of 10−3 to
10−2 [184, Table 1]. For most quantum error correction schemes, the threshold ε is the maximum
error-rate at which they can theoretically operate, but the number of physical qubits that will be
used to encode one logical qubit close to the threshold is very high and impractical for current
quantum systems. For example, [104] shows with a numerical study that with an error rate of
p = 10−3 per elementary gate, implementing a logical qubit with a probability of error below
10−15 requires more than 104 physical qubits.

6.1.2 Quantum error mitigation

Because correcting quantum errors is not currently feasible due to the error-rates of current
quantum hardware being too high and the large number of qubits required to encode one logical
qubit, another approach to lower down the negative impact of hardware errors is to only try to
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mitigate them, i.e., try to reduce to a minimum their effect on the result of a quantum compu-
tation knowing that some errors will still pass through in the final result. There are a variety of
mitigation methods, some of them only considering the quantum computation performed while
others are also using classical processing to mitigate the results obtained from the noisy quantum
chip by using pre- and post-processing.

Within the mitigation methods that do not require any classical post-processing, one can
cite dynamical decoupling that insert specific operations when a qubit is idle to avoid the effect
of decoherence [185–190], quantum circuit optimisation [132–136] that modify the quantum
computation performed in order to lower down the effect of potential errors or their rate of
apparition or pulse-shape optimisation [137–139] that changes the low-level implementation of
quantum gates to try to lower down their error rate.

Hybrid quantum-classical methods are also well represented with, for example, probabilis-
tic error cancellation [191–193], Clifford data regression [194, 195], measurement error mitiga-
tion [196] or zero-noise extrapolation [191, 197, 198].

6.2 Variational quantum algorithms

While quantum error correction and quantum error mitigation are mostly independent of the
quantum computation performed (i.e., they can be used for any quantum computation), the use
of quantum variational algorithms is a paradigm shift that changes the underlying algorithms
used to solve a given problem with the goal of having a NISQ-compatible algorithm from the
ground up.

6.2.1 General idea

Variational algorithms are a specific type of hybrid quantum-classical algorithms that, by fol-
lowing a specific template first introduced in [199], aim at being NISQ-friendly. Creating a
variational algorithm for a given problem is a matter of carefully encoding the solution of the
problem into the minimum of a cost function that can be written as

C (~α) = 〈ψ (~α)|H |ψ (~α)〉 (6.2)

where |ψ (~α)〉 is a classically-parameterised quantum state that is prepared with a classically-
parameterised unitary U (~α) (also called ansatz, see Section 6.2.2) andH is a Hamiltonian matrix
whose ground-state encodes the solution to the problem at hand.

The particular cost function expression shown in Equation (6.2) is motivated by the fact
that Postulate 4 and the special case of Projection-Valued Measurement (PVM) used when the
quantum system measured is considered isolated match exactly the cost function, meaning that
the cost function C can be computed on a quantum computer by measuring a specific quantum
state |ψ (~α)〉 according to the measurement represented by the hermitian matrix H.

Most of the time the measurement matrixH will not be trivially implementable on a quantum
computer, leading to a measurement that will be expensive to implement in practice. One of
the key realisations of variational algorithms is that under specific conditions the computation
of C can be split into several simpler and independent computations. Such conditions can for
example be that the matrix H should be a linear combination of measurement matrices:

H =
∑
i

βiHi (6.3)

where each Hi represent an easily implementable measurement on a quantum computer. Ex-
amples of “simple to implement” measurement matrices include the Hi that can be written as
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Figure 6.1: Schematic representation of the computations performed by the variational quantum eigen-
solver. Any variational quantum algorithm follow the same principles with a problem-dependent Hamil-
tonian H and decomposition H =

∑
i αiHi. Graph obtained from [199].

the tensor product of Pauli matrices Hi =
⊗n−1

j=0 σj where σj ∈ {I, σX , σY , σZ}. Under this
condition, the cost function becomes

C (~α) =
∑
i

βi 〈ψ (~α)|Hi |ψ (~α)〉 =
∑
i

βiCi (~α) (6.4)

where each Ci can be computed efficiently and independently on a quantum computer and a
classical computer computes the weighted sum (see Figure 6.1).

Once function C has been devised and can be computed using a quantum computer, its cost
is optimised using classical optimisers, either using gradient-free methods or, if the gradient or
higher-order derivatives of C can be computed efficiently, using more sophisticated optimisation
methods using this additional information.

6.2.2 Ansatz

As briefly explained in Section 6.2.1, a classically parameterised quantum state |ψ (~α)〉 is pre-
pared by applying the classically parameterised unitary U (~α). The unitary U (~α) is commonly
called an ansatz. Using the right ansatz (or parameterised quantum circuit) for a given prob-
lem instance is a crucial problem that may have deep consequences on the convergence of the
variational algorithm used.

Choosing the best parameterised quantum circuit for a given problem instance is an open
question and will depends on several factors such as the problem at hand, the desired precision,
the hardware noise level, etc. In general, ansatzes can be grouped into two groups, depending
on whether the ansatz is problem-inspired or problem-agnostic.

Problem-inspired ansatzes use prior knowledge about the problem at hand to guide the
exploration of trial states and avoid as many “invalid” states (with respect to the problem
constraints) as possible. The Unitary Coupled Cluster (UCC) ansatz is a good example of such
a problem-inspired ansatz [199].
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Figure 6.2: Illustration of ansatz expressibility for a 1-qubit ansatz. As can be seen, the two left-most
circuits have a low expressibility as they are not able to cover the space of all the 1-qubit states. The ansatz
composed of successive applications of the H, Rz (θ1) and Rx (θ2) is able to cover the whole 1-qubit state
space, but does not cover it uniformly. Finally, the right-most circuit, composed of a random unitary, is
the definition of the maximally expressive ansatz as it is able to cover the whole space uniformly. Figure
obtained from [200].

But not all problems have a structure that imposes specific constraints on the possible
solutions. Solving general systems of linear equations is exactly one of such problem as the
normalised solution vector |x〉 can be any efficiently preparable quantum state. This claim is
easily proven by taking the trivial linear system A |x〉 = |b〉 with A = I, the identity matrix.
In this case, the solution of the linear system is |b〉, which can be any efficiently preparable
quantum state. Rephrasing, it is not possible to devise a problem-inspired ansatz for all the
problems, which calls for problem-agnostic ansatzs.

With such a problem, the ansatzs chosen should be as generic as possible. The capability
of a given ansatz acting on n qubits to cover uniformly the space of all the n-qubit quantum
states is quantified by a quantity known as its expressibility [200] and illustrated in Figure 6.2.
Expressibility of an ansatz A

(
~θ
)
is often computed as the deviation between the ensemble of

Haar-random state and the distribution of quantum states that can be generated by A when ~θ
is sampled uniformly.

Hardware-efficient ansatzs is a class of problem-agnostic ansatzs that try to be as close as
possible to the underlying hardware to reduce their execution time. These ansatzs often adapt
their entangling gate to the hardware topology to avoid any SWAP gate insertion during the
qubit mapping phase and the associated execution time increase due to the SWAP gate execution.
Figure 6.3 shows a possible hardware-efficient ansatzs using the controlled-X as entangling gate
on a random topology using 4 qubits.

Ry(θ1)

Ry(θ2)

Ry(θ3)

Ry(θ4)

Ry(θ5)

Ry(θ6)

Ry(θ7)

Ry(θ8)

Ry(θ9)

Ry(θ10)

Ry(θ11)

Ry(θ12)

Ry(θ13)

Ry(θ14)

Ry(θ15)

Ry(θ16)

Figure 6.3: One example of the hardware-efficient ansatz used in this study. Represented here is a depth
of 3 with only Ry rotations as 1-qubit gates. The controlled X gates are used to generate entanglement
and are applied following the native connectivity of the targeted hardware (here randomly selected).

Note that the hardware-efficient ansatz depicted in Figure 6.3 is slightly “problem-inspired”
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Figure 6.4: Illustration of the effect of Barren plateau by using the (global) cost function Cn(~θ) =
1 −

∏n
i=1 cos2 (θi) for n = 4 (blue) and n = 24 (orange) and fixing all variables except θ1 and θ2. The

cost function Cn ends up being constant nearly everywhere for large n. Image obtained from [201].

and is a good illustration of optimisations that rely on knowledge about the problem that will
be solved. In this case, the ansatz in Figure 6.3 does not, by design, prepare quantum states
with complex amplitudes. This is due to the fact that the controlled-X quantum gate unitary
matrix (shown in Equation (1.18)) and the Ry gate

Ry (θ) =

cos
(
θ
2

)
− sin

(
θ
2

)
sin
(
θ
2

)
cos

(
θ
2

)  (6.5)

only have real coefficients and that the initial quantum state, supposed to be
⊗

i |0〉, does not
contain any complex amplitude either.

In order to limit the number of varying parameters for the upcoming analysis and because
our ultimate goal is to understand how the VQLS algorithm can behave on real hardware, we
chose to only use the hardware-efficient ansatz presented in Figure 6.3.

6.2.3 Barren plateaus

The phenomenon of Barren plateau is a major limitation of variational quantum algorithm and
the reason why a careful study of the cost function and ansatz used is necessary to ensure an
appropriate convergence rate. It essentially states that cost functions used within the framework
of variational quantum algorithms may have derivatives that, on average, vanish exponentially
with the system size (i.e., the number of qubits n). From the cost function point of view, this im-
plies that the optimisation landscape will appear flat nearly everywhere except on exponentially
small regions around the minima as illustrated in Figure 6.4.

Due to the Barren plateau phenomenon, the cost of estimating expectations values with a
sufficient precision to be able to use information about their difference for a local perturbation
of the inputs grows exponentially. This exponential cost obviously impede the efficiency of
gradient-based optimisation method that rely on an estimation of the gradient, but also impacts
gradient-free optimisation as shown in [202].

It has been shown in [201] that local cost functions that only rely on the computation
of expectations values over a constant number of qubits are not as impacted as global cost
functions. The authors also show that the ansatz depth plays a crucial role in the apparition of
Barren plateau and summarise their findings in a graphical representation that is duplicated in
Figure 6.5.
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(a) Apparition of the Barren plateau phenomenon
for global cost function.

(b) Apparition of the Barren plateau phenomenon
for local cost function.

Figure 6.5: Illustration of the Barren plateau apparition depending on the type of cost function used
(global or local) and the ansatz depth. Global cost functions are bound to eventually experience a Barren
plateau phenomenon whereas local cost functions might, under some conditions on the ansatz depth, be
free from any Barren plateau. Image obtained from [201].

6.3 The Variational Quantum Linear Solver
Due to the nature of NISQ hardware, quantum algorithms should take into account the high
error-rate associated with each gate execution. This means that in order to avoid being impeded
by noise, quantum implementations should refrain from executing large circuits to the quantum
chips. As shown in Section 6.2, , variational quantum algorithms offer the advantage of being
able to decompose larger problems into a series of smaller ones, thus limiting circuit size and
gate requirements making them ideal candidates for NISQ hardware.

6.3.1 Cost functions

The Variational Quantum Linear Solver (VQLS) algorithm [48] is a variational algorithm that
has been introduced to solve linear systems of equations. For a linear system Ax = b with a
given matrix A and right-hand side b, the VQLS algorithm may use one out of the two cost
functions introduced in [48] and repeated below.

The first cost function introduced in [48] is the global cost function CG described in Equa-
tions (6.6) and (6.7):

CG(~α) = 〈x(~α)|HG |x(~α)〉 (6.6)

where
HG = A† (I − |b〉 〈b|)A. (6.7)

The cost function CG has the advantage of being simple to understand: the matrix A is “applied”
to the trial quantum state that is supposed to encode the solution. This operation results in a
vector that does not necessarily represent a valid quantum state since A is not restricted to be
a unitary matrix but can be any 2n × 2n matrix. The vector ~v = A |ψ (~α)〉 is compared to the
right-hand side b by estimating the “proportion” of |~v〉 = ~v

||~v|| that does not overlap with |b〉.
The normalised version of the global cost function CG illustrates very nicely this interpretation:

ĈG(~α) = CG(~α)
〈x (~α)|A†A |x (~α)〉 = 1− | 〈~v|b〉 |2. (6.8)

But the global cost function CG (α) has a crucial downside: it is vulnerable to the phe-
nomenon called “Barren plateau” explained in Section 6.2.3. In order to avoid the Barren
plateau issue, a local cost function that is less vulnerable has also been devised in [48] and is
presented in Equations (6.9) and (6.10):

CL(~α) = 〈x(~α)|HL |x(~α)〉 (6.9)
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Linear system name Decomposition of A Initialisation matrix V Equation

identity
⊗

i Ii
⊗

iHi Equation (6.13)
trivial

⊗
iXi

⊗
iHi Equation (6.14)

varying_condition A(k)
⊗

iHi Equation (6.18)
heat_opti B

⊗
iHi Equation (6.26)

Table 6.1: List of linear systems studied in this chapter.

where

HL = A†V

I − 1
n

n∑
j=1
|0j〉 〈0j | ⊗ Ij

V †A (6.10)

and V is the matrix representing the right-hand side quantum state preparation procedure such
as V |0〉 = |b〉. A normalised version of the local cost function is also introduced as

ĈL(~α) = 〈x(~α)|HL |x(~α)〉
〈x (~α)|A†A |x (~α)〉 . (6.11)

In order any of the cost functions presented above to be efficiently computable by a quantum
computer, additional conditions should be verified by the matrix A. Primarily, A should be
decomposable into a weighted sum of “easy-to-implement” (see Definition 19) unitary matrices:

A =
m−1∑
i=0

αiUi (6.12)

with A the matrix of the linear system at hand, αi any complex number and Ui unitary matrices
that can be efficiently implemented on a quantum computer.

Definition 19 (Easy-to-implement unitary matrices). A unitary matrix U on n qubits is con-
sidered “easy-to-implement” if there exist a quantum circuit C implementing this unitary matrix
with a number of quantum gates growing as O (poly (n)).

6.3.2 Linear systems of interest

In order to study the VQLS algorithm behaviour and convergence, we need to define several
representative and interesting linear systems to test the algorithm on. For the VQLS algorithm,
each linear system Ax = b is defined by:

1. The decomposition of the matrix A into a weighted sum of unitary matrices: A =
∑
i αiUi.

2. The unitary V that initialises the right-hand side: V |0〉 =
∑
i bi |i〉.

Even though the choice of the ansatz U (~α) that initialise the trial state |x (~α)〉 = U (~α) |0〉 is
highly problem-dependent or even instance-dependent, we chose to not include the ansatz in
what defines a particular linear system problem. This choice is justified by the fact that, for a
given linear system instance, any generic ansatz can theoretically be used to initialise the trial
state.

We listed four different linear systems in order to highlight different behaviours of the VQLS
algorithm with respect to different parameters. Each linear system used in this chapter is
summarised in Table 6.1 and explained in more details in the following sections.
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Identity linear system

The first linear system of interest consists in the trivial(
n−1⊗
i=0

Ii

)
x =

(
n−1⊗
i=0

Hi

)
|0〉

⇔ I⊗nx = 1√
2n

2n−1∑
i=0
|i〉
. (6.13)

Having such a trivial linear system is important to establish a baseline. Apart from being the
most simple instance of the linear system problem, the identity matrix that defines this system
has several desirable properties. First, the identity matrix has a constant condition number
κ = 1 with respect to the number of qubits. Moreover, due to the simplicity of the system, it
is possible to easily choose V and a specific ansatz U (~α) such that the ansatz is able to encode
exactly the solution of the linear system. Finally, AI =

(⊗n−1
i=0 Ii

)
is a tensor product of identity

matrices and as such checks the “easy-to-implement” condition from Definition 19.
In other words, the linear system in Equation (6.13) is particularly interesting as it allows

the study of the VQLS algorithm in an ideal setting, removing several factors that might impact
the convergence such as the underlying linear system hardness (quantified with the condition
number κ (AI)), the imprecisions due to the approximability of the solution with the trial states
|x (α)〉 at hand and the potentially larger number of quantum gates and quantum circuits that
would be needed to implement any linear system more complex than the identity.

This identity linear system is used as the baseline for comparison.

Pauli-X

The second linear system of interest, presented in Equation (6.14), is also trivially solvable but
actually requires more quantum gates and circuit submissions than the identity linear system
from Section 6.3.2. (

n−1⊗
i=0

Xi

)
x =

(
n−1⊗
i=0

Hi

)
|0〉 (6.14)

Theoretically, due to the fact that the matrix

AX =
n−1⊗
i=0

Xi (6.15)

representing this linear system is a permutation of the matrix AI , this linear system should be as
easy to solve as the identity linear system. Nevertheless, implementing in practice the VQLS
algorithm for the matrix AX requires more quantum gates than for the identity matrix. This
leads to a linear system of equivalent hardness, but with an overhead due to its representation.

Another reason to include the pauli-x linear system from Equation (6.14) in the study is the
fact that it can be seen as a poor quantum formulation of the identity linear system. Indeed
the pauli-x linear system can be solved by first finding the permutation of columns that would
change the AX matrix into the identity AI matrix and then solving the simpler identity linear
system with a modified (permuted) right-hand side |b〉. Finding the permutation is trivial and
re-organising the solution only requires the application n X gates (one on each qubit).

Varying condition number

When dealing with linear systems, the condition number κ of the matrix representing the linear
system is a crucial quantity of interest that has huge implications on the inherent hardness of
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the linear system. The condition number is defined as

κ (A) = σmax(A)
σmin(A) (6.16)

where σmax (resp. σmin) is the maximum (resp. minimum) singular value of A. For normal
matrices (i.e. matrices that commute with their complex conjugate), the condition number can
also be computed by using the maximum and minimum eigenvalues λmax and λmin:

κ (A) = λmax(A)
λmin(A) . (6.17)

The importance of the condition number κ on the linear system hardness makes it a param-
eter of choice for a study of the VQLS algorithm when this condition number κ vary. In this
chapter we use the matrix

A(k) = k + 1
2

n−1⊗
i=0

Ii +
(

1− k + 1
2

) n−1⊗
i=0

Zi. (6.18)

For any value of k, A(k) is diagonal and the entries in its diagonal are drawn from {1, k} meaning
that its eigenvalues are {1, k}. A(k) being diagonal and real, it is a normal matrix. As such its
condition number for any parameter k > 1 is

κ(A(k)) = |λmax (A(k)) |
|λmin (A(k)) | = k

1 = k. (6.19)

The case k < 1 is less interesting for this study as our goal to have a linear system with a
variable condition number is already fulfilled by > 1.

Discretised, periodic, implicit heat equation

The final test-case is inspired from a simple partial differential equation that is the normalised
and periodic heat equation, shown in Equation (6.20).

∂

∂t
f = ∂2

∂x2 f

f(0, t) = f(1, t)
f(x, 0) = f0(x)

(6.20)

Several methods exist to solve partial differential equations numerically. One of the most
widespread is probably to reformulate the partial differential equation as a linear system by
using some well-known classical discretisation schemes, for example finite differences.

Using a finite difference scheme, we can discretise the time dimension using steps of k (i.e.
tn = nk) and the space dimension using steps of h (i.e. xi = ih). This discretisation allows to use
a finite difference scheme to solve the heat equation presented in Equation (6.20). Depending on
the schemes used to approximate time and space derivatives, solving Equation (6.20) can result
in an explicit or an implicit method of resolution.

Let f(xi, tn) = fni , the explicit method

fn+1
i − fni

k
=
fni+1 − 2fni + fni−1

h2 (6.21)

is obtained when using a forward difference for the time derivative and a second-order central
difference for the spatial derivative. The approximated value at time n+1, fn+1

i , can be directly
computed from Equation (6.21) using the formula

fn+1 = (1− 2r) fni + rfni+1 + rfni−1 (6.22)
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where r = k/h2. This explicit method has the advantage of being simple to solve, but is known
to be numerically unstable or non-convergent when r > 1/2, which might be an issue.

A more complex but resilient numerical scheme is obtained when using a backward difference
for the time derivative and a second-order central difference for the spatial derivative:

fn+1
i − fni
δk

=
fn+1
i+1 − 2fn+1

i + fn+1
i−1

δh2 . (6.23)

This implicit method leads to the resolution of a linear system of equations given by

(1 + 2r) fn+1
i − rfn+1

i+1 − rf
n+1
i−1 = fni (6.24)

or, in its matrix form:

B fn+1 =



1 + 2r −r 0 · · · 0 −r

−r . . . . . . . . . 0

0 . . . . . . . . . . . . ...
... . . . . . . . . . . . . 0

0 . . . . . . . . . −r
−r 0 · · · 0 −r 1 + 2r


fn+1 = fn (6.25)

where fn is the vector of the space-discretised values of f at time t = nk. The matrix B can be
written as a weighted sum of “easy-to-implement” (see Definition 19) unitary matrices as shown
in Equation (6.26):

B = (1 + 2r)
(
n−1⊗
i=0

Ii

)
− r (add1)− r (add1)† (6.26)

were

add1 =



0 1 0 · · · 0
... . . . . . . . . . ...
... . . . . . . 0

0 . . . 1
1 0 · · · · · · 0


(6.27)

is the unitary matrix representing the quantum operation that adds 1 to a quantum register. This
decomposition is usable with the VQLS algorithm because there exist efficient implementations
of the add1 gate [203] (see requirements in Section 6.3).

Note that it is also possible to implement efficiently the non-periodic version of the linear
system with Dirichlet boundary conditions, but this requires to implement 2-level unitaries as
a quantum circuit. The implementation of 2-level unitary matrices into a quantum circuit is
efficient [204], i.e., requires a number of gates that grows logarithmically with the linear system
size, but is not NISQ-compatible as it requires several multi-controlled X gates.

6.4 Results of the study

We ran the different linear systems listed in Section 6.3.2 using the hardware-aware ansatz
presented in Section 6.2.2.
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6.4.1 Global versus local cost function

As noted in Section 6.3.1, the VQLS algorithm can use either a global or a local cost function.
These cost function both have different characteristics and result in different quantum circuits
being submitted to the quantum chip or simulator.

Let
|Ψ (~α)〉 = A |x (~α)〉

〈x (~α)|A†A |x (~α)〉 , (6.28)

both cost functions can be re-written as

CG (~α) = 〈Ψ (~α)|Ψ (~α)〉 − |〈b|Ψ (~α)〉|2 (6.29)

and

CL (~α) = 1
2

〈Ψ (~α)|Ψ (~α)〉 − 1
n

n∑
j=1
〈Ψ (~α)|UZjU † |Ψ (~α)〉

 (6.30)

by using the equality

I − 1
n

n∑
i=1
|0j〉〈0j | ⊗ Ij = 1

2

(
I + 1

n

n∑
i=1

Zj ⊗ Ij

)
. (6.31)

By replacing A with its decomposition as shown in Equation (6.12), developing the expression
and counting the number of terms that should be computed on the quantum computer, we can
compute the number of circuit evaluations needed to compute either the global or the local
cost functions. The global cost function CG needs 2m2 −m circuit evaluations, where m is the
number of terms in the decomposition of A (see Equation (6.12)). The local cost function CL
requires (n + 1)m2 − nm circuits, where m as been defined previously and n is the number of
qubits.

The number of quantum circuit executions needed seems to indicate that the global cost
function CG is always the best choice as it always require less quantum circuit execution per
cost function evaluation. But as written in Section 6.2.3, global cost functions suffer from the
Barren plateau phenomenon, which means that the cost function CG will eventually become
untrainable due to vanishing gradients. The O (n) overhead in the number of quantum circuit
evaluations required by the local cost function CL is in fact a necessary condition to avoid the
apparition of the Barren plateau phenomenon.

Figure 6.6 shows that, for easy problems such as identity or trivial, the global cost func-
tion achieve better results than the local cost function. Nevertheless, the global cost function
completely fails to obtain any meaningful results on harder problems such as varying_condition
or heat_opti. This behaviour can also be observed with all the other optimisers used in this
study: SPSA, COBYLA and POWELL.

6.4.2 Dependence on the condition number κ

The condition number κ as defined in Equations (6.16) and (6.17) is an important parameter
of any system of linear equations as it roughly describes the impact of a small change in b on
the solution x. A system with a low condition number κ is said to be well-conditioned whereas
ill-conditioned systems have a high condition number.

Figures 6.7 and 6.8 show the convergence of the COBYLA, POWELL, SPSA and SLSQP
optimisation algorithms when used with the VQLS algorithm on the system defined in Equa-
tion (6.16) with increasing condition numbers.

The expected scaling is ε ∈ O (κ), i.e., the precision ε that can be obtained numerically on
the solution of a system of linear equations that has a condition number κ scales linearly in
κ [205].
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(a) identity system. (b) trivial system.

(c) varying_condition system with κ = 1024. (d) heat_opti system.

Figure 6.6: Plots representing the distribution of the error obtained on the final solution with the
global and local cost functions by using a perfect statevector simulator and SLSQP optimiser on 5-qubit
problems. The error on the final solution is obtained by computing the quantum state fidelity between the
exact solution (obtained by classical algorithms) and the solution obtained with the VQLS algorithm.
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(a) Convergence of the COBYLA optimiser.

(b) Convergence of the SLSQP optimiser.

Figure 6.7: Plot of the VQLS algorithm convergence with different values of κ, the condition number of
the linear system matrix as defined in Equation (6.19), for the linear system defined by the matrix from
Equation (6.18) and a right-hand side b =

(⊗2
i=0 Hi

)
|000〉 and with an ideal simulator. For each of

the optimisers, the condition number plays an important role in the convergence to the correct solution.
Similar results have been obtained for the same setup but by using 10 qubits. Each optimiser was given
1000 iterations and each box-plot contains 100 independent optimisation run.

This expected linear scaling can be seen in Figures 6.7a, 6.7b and 6.8a with the POWELL
optimiser that follows exactly a linear scaling and the SLSQP and COBYLA optimiser that,
for low values of κ, also exhibit the linear scaling ε ∈ O (κ). Nevertheless, both the SLSQP
and COBYLA optimisers fail to get a correct solution for higher values of κ. An interesting
observation is that the COBYLA optimiser obtains systematically a very high-precision solution
for κ 6 25. Then, it starts to experience a few bad solutions that does not change significantly
the distribution of the solution between the first and third quartiles at κ = 26. The optimiser
struggle even more at κ = 27, with the third quartile going from ≈ 10−11 for κ = 26 to > 10−2

for κ = 27. Finally, the distribution of final state infidelities show that the COBYLA optimiser
fails to find a good approximate solution in most of the optimisation runs for κ > 29 with more
than half of the obtained quantum states that have an infidelity above 10−2.

The convergence observed in Figure 6.8b when using the SPSA optimiser does not follow the
expected linear scaling, even at the regime for low values of κ. More interestingly, the SPSA
optimiser does not seem sensitive to an increase in the value of κ and succeed in optimising
successfully most of the optimisation runs to obtain an output quantum state very close to the
solution of the linear system, with median infidelities below 10−8 for κ > 26 and most of the
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(a) Convergence of the POWELL optimiser.

(b) Convergence of the SPSA optimiser.

Figure 6.8: Plot of the VQLS algorithm convergence with different values of κ, the condition number of
the linear system matrix as defined in Equation (6.19), for the linear system defined by the matrix from
Equation (6.18) and a right-hand side b =

(⊗2
i=0 Hi

)
|000〉 and with an ideal simulator. For each of

the optimisers, the condition number plays an important role in the convergence to the correct solution.
Similar results have been obtained for the same setup but by using 10 qubits. Each optimiser was given
1000 iterations and each box-plot contains 100 independent optimisation run.

time more than 1
4 of the runs ending up at the ideal solution. This hints us that the SPSA

optimiser might be a good candidate to solve systems of linear equations with a high condition
number κ.

6.4.3 Dependence on the size of the linear system

The size of the linear system to be solved is another variable of interest as our end goal will be
to scale up the linear system to sizes that are not manageable on current classical hardware.

Figure 6.9 shows the number of quantum circuits required for the COBYLA, SLSQP and
POWELL1 optimisers to obtain a solution with an error (infidelity with respect to the ideal
solution) below 10−5. These plots indicate that the VQLS algorithm can converge to a desired
precision in a number of circuit evaluations that scale as O (poly log (n)), where n is the number
of qubits.

1The SPSA optimiser should be excluded from comparison here, see the main caption of Figure 6.9.
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(a) COBYLA optimiser. (b) SPSA optimiser. See note in main caption.

(c) SLSQP optimiser. (d) POWELL optimiser.

Figure 6.9: Plot of the number of quantum circuit evaluations required with each optimiser to obtain a
precision of ε = 10−5 on the obtained solution of the identity system of linear equations with respect to
the number of qubits (i.e., the size of the problem). Each box is obtained by repeating the optimisation
20 times with a random initialisation point. Note that the SPSA implementation used does not compute
the value of the current optimisation point in order to save a few circuits evaluations. As such, Fig-
ure 6.9b shows the number of quantum circuit evaluations that have been performed for the entirety of the
optimisation run and does not reflect the true performance of SPSA.
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(a) Convergence of the COBYLA, SLSQP and
SPSA optimisers on a noisy simulator mimick-
ing the ibm_lagos backend.

(b) Convergence of the COBYLA, SLSQP and
SPSA optimisers on a noisy simulator mimick-
ing the ibmq_bogota backend.

Figure 6.10: Plot of the VQLS algorithm convergence on the identity system using Qiskit noisy simu-
lation capabilities, mimicking the hardware noise of ibm_lagos and ibmq_bogota respectively. POWELL
optimiser performs as bad as SLSQP and is not plotted. Each box plot has been obtained from 20 inde-
pendent optimisation runs with a random initial point.

6.4.4 Running VQLS on noisy hardware

Executing the VQLS algorithm on noisy hardware brings a lot of challenges. One of the most
prominent challenge is due to the different sources of noise present in NISQ quantum hardware
(finite sampling, decoherence, gate errors, state preparation and measurement errors, . . . ). The
backend noise directly influence the cost function, that suffers from high errors and as such
becomes harder to optimise correctly.

Figure 6.10 shows the convergence of each optimiser (except POWELL that does not converge
and perform as the SLSQP optimiser) on a noisy simulator mimicking the noise of real quantum
hardware. In this noisy setting, the SPSA optimiser clearly outperforms the other optimisers,
achieving good accuracies even with 2-qubit gate error-rate close to 1%.

It should be noted that the SPSA optimiser requires a lot of quantum circuit executions to
achieve the precision shown in Figure 6.10, and for small budgets (i.e., when one can only execute
a low number of quantum circuits) the COBYLA optimiser seems to obtain better results.

Figure 6.11 show the results obtained on real quantum hardware. Only the COBYLA op-
timiser has been benchmarked due to the relatively low budget of quantum circuit execution
imposed by IBMQ queue system to run on real hardware. The precision obtained on real quan-
tum systems is still insufficient as most of the optimisation runs do not achieve an error below
10−3.

6.5 Conclusion

In this chapter we studied a variational algorithm to solve systems of linear equations. After
a careful choice of problems, we ran multiple simulation to benchmark the dependence of the
algorithm with respect to several parameters such as the condition number of the linear system
κ or its size.

We used our implementation of the VQLS algorithm to run on noisy simulators and real
quantum hardware, that showed that the errors of current NISQ hardware (due to finite sampling
and errors from hardware imperfections) impact significantly the optimisers ability to obtain a
good approximation of the solution. Simulations on noisy simulators showed that the SPSA
optimiser is the most efficient if one has a high budget (i.e., is able to evaluate a high number of
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Figure 6.11: Precision of the solution obtained by solving the identity system of linear equations on 3
qubits on real quantum hardware by using the COBYLA optimiser.

quantum circuits). If only a low budget of quantum circuit evaluations is available, the COBYLA
optimiser is a good candidate as it is able to converge quicker than the SPSA optimiser.

Running the VQLS algorithm on NISQ devices is still a challenge nowadays and several
improvements will need to be performed to the current quantum hardware in order to hope using
this algorithm in the future. First and foremost, the hardware error rates should be drastically
decreased. An initial amelioration can be made by using error mitigation techniques, but the
challenge remains even with such improvements. Due to the number of quantum circuits needed
to evaluate once the local cost function CL that scales as O

(
(n+ 1)m2), and the variational

nature of the algorithm, efficient classical processing and fast circuit submissions techniques
should be employed to avoid large overheads. The Qiskit Runtime feature, that allows one
to submit a full variational algorithm execution without the need to perform communications
between the local machine and IBM servers at each cost function evaluation, has been introduced
to solve one of these problems.

In conclusion, successfully running the VQLS algorithm to solve interesting linear systems
on real quantum hardware is still a challenge and would require several improvements to the
software and hardware stack to start becoming usable on interesting problems.
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7
Single qubit tomography visual-
isation

Dealing with real quantum hardware is challenging as seen in Chapter 6. Hardware calibrations
are changing rapidly and in an apparently unpredictable manner. Moreover, the hardware
calibrations provided by most vendors are only representing a part of the noise experienced by
the hardware and the noise models available are known to be lacking details due to observed
discrepancies between the noise predicted by the model and the actual hardware behaviour.

As already said in Chapter 4, any optimisation process has to start by measuring extensively
the quantities to optimise. As such, whether our aim is to improve noise models or to lower down
hardware error-rates, we have to start by measuring extensively hardware noise and get a better
understanding of what is happening. The research presented in this chapter is a novel attempt
at measuring the noise experienced by a qubit in order to discover new ways of characterising
it and in turn devise new ways of mitigating noise.

This work has been accepted at the IEEE International Conference on Quantum Computing
and Engineering 2022 as a technical short paper.
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7.1 Introduction
The emergence of commercial Quantum Computing (QC) hardware has made tools for Quantum
Characterisation, Verification, and Validation (QCVV) [206] more important than ever. Espe-
cially in the era of Noisy Intermediate-Scale Quantum (NISQ) [109] devices, QCVV methods
provide the means for QC users to measure and quantify the performance of quantum hardware
platforms and enables consistent comparisons across different hardware architectures. The scope
of QCVV is broad and ranges from testing individual quantum operations (e.g., error rates of
one- and two-qubit gates [207]), verifying small circuits (e.g., Quantum State Tomography [208],
Randomised Benchmarking [209, 210], Gate Set Tomography [211]), to full system-level protocols
(e.g., quantum volume estimation [212], random quantum circuits [213]). Over the years these
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QCVV tools have become an invaluable foundation for benchmarking and measuring progress
of quantum processors [214], culminating in multiple quantum supremacy demonstrations [215,
216].

Quantum state tomography provides a gold standard for QCVV in that it can theoretically
provide an exact reconstruction of the full quantum state of QC hardware, with sufficient data.
At its most basic level, quantum state tomography provides a protocol for combining multiple
observations to uniquely identify the state of a quantum system (i.e., a density matrix, see
Section 1.3.1). On small quantum systems, where data collection and result computations are
feasible, quantum state tomography provides a precise measure of how accurately a quantum
hardware device can execute a desired quantum computation. The strength of quantum state
tomography for QCVV is that it can provide a comprehensive picture of hardware performance.
The drawback is that it requires a prohibitively large amount of data and interpreting the
results can be complex. To mitigate this, many other QCVV protocols (e.g. Randomised
Benchmarking [209, 210], Gate Set Tomography [211]) choose to provide trade offs in data
collection and result details resulting in more scalable QCVV alternatives to quantum state
tomography.

This work explores the use of quantum state tomography to conduct QCVV on commercially
available QC platforms. We focus on quantum state tomography of single-qubits to minimise the
data collection requirements and to develop a protocol that can be executed in parallel for all of
the qubits in a given hardware platform. In addition to the reduced data collection, the limitation
to single-qubit states allows to reduce significantly the complexity when interpreting the results.
The core contributions of this work are a Vector Field Visualisation of single-qubit quantum
state tomography and an open-source software tool for data collection, state reconstruction and
result presentation. Through experiments on QC hardware available in IBM’s Q-Hub, we show
that the proposed method can identify qubit performance features that are not easily identified
and captured with a single value and provide clear signatures that distinguish qubit performance
from both perfect and noisy simulators of this hardware.

This work begins by introducing the foundations of quantum state tomography for a single-
qubit in Section 7.2 and reviews the maximum likelihood estimation method [208] for recon-
structing a quantum state from a finite number of quantum measurements. Section 7.3 then
proposes the vector field visualisation for presenting the single-qubit quantum state tomography
results and illustrates how this visualisation can be leveraged to provide unique insights into
qubit performance. Section 7.4 investigates how the results from different quantum state to-
mography algorithms can be combined with the vector field visualisation to identify signatures
of data corruption. The details of the open-source software are provided in Section 7.5 and the
paper concludes with a discussion of the usefulness of the proposed protocol and future work in
Section 7.6.

7.2 Single-Qubit State Tomography

As explained in Section 1.3.1, the state of a quantum system composed of n qubits is fully
described by a 2n × 2n hermitian matrix ρ, the so-called density matrix. Density matrices are
positive semi-definite, normalised matrices, i.e., 〈φ| ρ |φ〉 ≥ 0 for all |φ〉 ∈ C2n , and Tr [ρ] = 1.

The task of reconstructing density matrices from repetitive observations of these projections
is called Quantum State Tomography (QST). Since the space of density matrices has 4n − 1
real parameters, exact QST can only be done if one records at least 4n− 1 different projections.
Therefore, general QST remains prohibitive for quantum systems of moderate to large size due to
the exponential growth in the number of required observations. However, for single-qubits, QST
is tractable and provides a complete description of the quantum system, making it a powerful
tool for conducting QCVV of individual qubits in QC hardware.
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7.2.1 Maximum-Likelihood Quantum State Tomography

There exists multiple methods (i.e., statistical estimators) that can be used for QST. Each of
these estimators comes with its own advantages and disadvantages such as improved reconstruc-
tion quality with respect to specific metrics, ease of implementation, or computational benefits.
Some popular choices for QST include linear regression based methods [217], nuclear norm con-
strained reconstructions [218] and the Maximum-Likelihood Estimator (MLE) [219]. In this
work, we adopted the MLE method as it is widely used in practice, leverages fundamental sta-
tistical theory principles and can be easily implemented for small quantum systems. However, a
sensitivity study on simulated data suggested that all of these methods produce similar results
under the specific data collection settings used in this work.

The Maximum-Likelihood approach for QST consists in finding the density matrix ρ that will
maximise the probability of realised measurements. Our observables are measures k described
by an ensemble of projectors {Pk} that is the union of all measurement bases or more precisely
the Projection-Valued Measures (PVMs) that we consider. What is recorded, and what serves
as an input to the MLE algorithm, are the number of times, nk, that a particular measure k has
been observed. The log-likelihood function is then expressed in terms of our statistics as

lnP [{nk} | ρ] =
∑
k

nk ln Tr [ρPk] . (7.1)

The reconstructed density matrix ρout is the output of the following concave maximisation
problem on the positive semi-definite cone,

ρout = arg max
ρ<0

Tr[ρ]=1

∑
k

nk ln Tr [ρPk] . (7.2)

Due to the limitations of off-the-shelf optimisation software, in practice, enforcing the positive
semi-definite (PSD) constraint, ρ < 0, may require a specialised optimisation algorithm. One
possible approach to solving Equation (7.2) consists in using local gradient ascent algorithm
interleaved with eigendecomposition based projections onto the SDP cone. However, we will see
that for single-qubit QST, the SDP constraint has a convenient simplification.

7.2.2 Specialising to Single-Qubit State Tomography

The Bloch vector representation of quantum states enables us to significantly simplify QST for
an individual qubit. In this representation, density matrices are encoded as vectors ~a ∈ R3

following the decomposition
ρ = 1

2 (I + ~a · ~σ) (7.3)

where ~σ is the vector of Pauli matrices. The PSD constraint that ρ must satisfy is enforced
through the requirement that its corresponding Bloch vector lies within the unit sphere, i.e.,
‖~a‖ ≤ 1. Projectors are described in a similar fashion by

P~u = 1
2 (I + ~u · ~σ) (7.4)

where ‖~u‖ = 1. Any 1-qubit PVM is composed of only two projectors P~u and P−~u = I−P~u, and
therefore can be identified by a single unit vector ~u. Since we choose to perform the same number
of measurements N in each PVMs, we only need to record the empirical probability p~u = n~u/N
of measuring the observable associated with ~u. The MLE estimator from Equation (7.2) is then
simplified into the following program,

~aout = arg max
‖~a‖≤1

∑
~u

p~u ln (1 + ~a · ~u) + (1− p~u) ln (1− ~a · ~u) . (7.5)
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Ry (θ) Rz (φ)q

Figure 7.1: The state preparation procedure used to initialise a single-qubit quantum state where the
elementary rotations are defined by Ry (θ) = exp (−iY θ/2) and Rz (φ) = (−iZφ/2).

Ry (θ) Rz (φ) R†
z (β) R†

y (α)
z|0〉

c

State preparation Quantum state tomography

Figure 7.2: The state preparation and tomography procedure used to initialise a single-qubit quantum
state.

The maximisation problem in Equation (7.5) is amenable to standard optimisation software
for it is a simple concave non-linear problem in R3 with the cumbersome SDP constraint from
Equation (7.2) replaced with a unit sphere constraint.

7.2.3 Single-Qubit State Tomography Experiment Design

Our main goal is to reconstruct the state of a single qubit programmed to be in the pure state

ρin := Rθ,φ |0〉〈0|R†θ,φ (7.6)

where the rotation matrix Rθ,φ is implemented through elementary rotations with respect to the
y and z axis Rθ,φ = Rz(φ)Ry(θ) as depicted in Figure 7.1. The programmed density matrix ρin
is represented on the Bloch sphere with the unit vector

~ain(θ, φ) =

sin(θ) cos(φ)
sin(θ) sin(φ)

cos(θ)

 . (7.7)

Using the MLE estimator from Equation (7.5), we will assess the quality of the state preparation
for a specific qubit by comparing ~ain(θ, φ) with the corresponding ~aout for multiple values of φ
and θ.

In our experiments, we are limited to measurements in the computational basis, that is to
say, to the PVM associated with the vector (0, 0, 1). To remedy to this issue, we rotate the qubit
before measuring it with the matrix R†α,β to emulate a PVM on

~u =

sin(α) cos(β)
sin(α) sin(β)

cos(α)

 . (7.8)

The rotation matrix is again implemented with elementary rotations R†α,β = Ry(−α)Rz(−β).
The complete circuit is shown in Figure 7.2.

Conducting QST on a single qubit requires measurements from at least 3 different linearly
independent PVMs. One natural choice are the Pauli PVMs along canonical axes, represented
by the set of values

(α, β) ∈ {(0, 0), (π/2, 0), (π/2, 0)} . (7.9)
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Figure 7.3: The Bloch sphere representation of PVMs that can be considered for single-qubit state
tomography. The Pauli operators (left) provide a minimal set of PVMs while the tetrahedral PVMs used in
this work (right) provides data redundancy and improved reconstruction accuracy. In this figure, P0 = |0〉,
P1 = 1√
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However, having more than the minimum number of PVMs can be beneficial in reducing
the statistical error in state reconstruction. In this work we leverage a tetrahedral set of PVMs
using
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{
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(7.10)

to provide a balance between mitigating statistical error and data collection requirements. The
Bloch sphere vectors representing both the Pauli and tetrahedral PVMs are depicted in Fig-
ure 7.3.

The experimental procedure for conducting single-qubit QST proposed in this work uses the
tetrahedral PVMs with the MLEmodel from Equation (7.5) as follows. For a given state ~ain (θ, φ)
on the Bloch sphere, four variants of the tomography circuit (see Figure 7.2) are executed,
one for each (α, β) combination in the tetrahedral PVMs. State measurement statistics are
collected for each of these circuits and converted into empirical probabilities p~u providing the
information required for posing the MLE problem from Equation (7.5). The optimal solution to
Equation (7.5), ~aout, encodes the most likely density matrix that was implemented by the qubit
at the state ~ain (θ, φ).

An important subtlety in using a QST workflow in practice is to quantify how the accuracy
of the empirical probability impacts the solution quality of model Equation (7.5). On a quantum
hardware platform one only has access to a finite number of measurements, N (a.k.a., shots),
to estimate the empirical probabilities p~u. If the number of measurements is not sufficient,
finite sample errors can yield significant artifacts in ~aout. We performed a sensitivity study to
quantify this statistical error on simulated data. For a given prepared state ~ain (θ, φ), we sample
N = 20, 000 observations for each of the tetrahedral PVMs, and then reconstruct ~aout with our
QST MLE algorithm. We repeat this procedure 104 times to accumulate an empirical histogram
of the statistical error for each state, ain (θ, φ), and estimate the 99-th percentile of the Euclidean
distance error ε (i.e., ε ∈ R+ such as P [‖~aout − ~ain (θ, φ) ‖ ≤ ε] = 0.99). We find empirically that
ε ≤ 0.02 for all angles (θ, φ). Therefore, throughout this work we standardised on N = 20, 000
observations per circuit to ensure that statistical fluctuations will only contribute to an error in
the second digit, with high confidence.
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7.3 Vector Field Visualisation of Single-Qubit State Tomogra-
phy

To illustrate the potential usefulness of single-qubit QST, this work investigates two questions
arising in QCVV: (1) how accurate is single-qubit state preparation; (2) how consistent is the
state preparation quality throughout the Bloch sphere. The first question amounts to quantifying
the difference between the ideal quantum state, ~ain(θ, φ), and the reconstructed quantum state
resulting from the QST protocol, ~aout. The second question consists of repeating the state
tomography protocol for a wide variety of possible state preparations and investigating how
the reconstructed states vary. Throughout this section we develop the idea of a vector field
visualisation for presenting the results of single-qubit QST to visually investigate these two
questions. A variety of examples are then used to illustrate the usefulness of the proposed
approach.

For a given single-qubit state ~ain(θ, φ), the tomography procedure described in Section 7.2
yields a density matrix ρout in the form of a vector in ~aout ∈ R3. Many metrics can be computed
from ~aout (or equivalently ρout) such as the quantum state purity

γ = Tr
[
ρ2

out

]
(7.11)

or its fidelity with respect to the ideal pure quantum state ρin

F (ρin, ρout) = Tr
[√√

ρinρout
√
ρin

]
. (7.12)

A natural way to visualise ~aout is a point within the Bloch sphere using the relation in
Equation (7.3). However, this representation is difficult to interpret without an interactive visu-
alisation as many points within the sphere are co-located in standard orthographic projections,
such as Figure 7.3. In particular, it is hard to distinguish if a given point is “on the front” or “on
the back” of the sphere, it is hard to distinguish a pure state, that is represented on the surface
of the Bloch sphere, from a mixed state, that is represented strictly within the Bloch sphere.

This work carefully combines three visualisation tools to address the challenge of presenting
this data. The first idea is to embed the single qubit states on the two-dimensional plane using
established spherical projection methods. In this work we leverage the Robinson projection to
place the QST results on a two-dimensional plot.1 The second idea is to leverage a heat-map on
this 2-dimensional representation to visualise a key metric of interest, such as the reconstructed
state’s purity or fidelity. Throughout this work the colour of the plot is used to present the
state’s purity. The third idea is to use arrows to illustrate the locations difference between
the ideal and reconstructed states, with each arrow starting at the ideal state and ending at
the corresponding reconstructed state, projected onto the surface of the Bloch sphere. This
communicates the rotational error that occurs in the reconstructed state. Overall, we call this
representation of single-qubit QST the Vector Field Visualisation (VFV).

7.3.1 Vector Field Visualisation Examples

To verify the correctness of the proposed VFV approach, and to illustrate its usefulness, we
begin with a series of QST studies of 200 quantum states spaced approximately equidistantly
around the Bloch sphere using the ibm_lagos quantum chip. The results are presented in
Figure 7.4. As a validation exercise, we begin by performing the full QST protocol on an ideal
quantum simulator in Figure 7.4a. This procedure yields reconstructed states with very high

1Note that any 2-dimensional projection of a 3-dimensional sphere is bound to imperfectly represent some
of the features. The Robinson projection is a compromise and is neither angle-preserving nor equal-area, but a
balance designed to reduce the overall perceived distortion.
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(a) Data obtained on an ideal simulator.

(b) Data obtained on a noisy simulator configured with the calibration data of
ibm_lagos at the time of hardware data collection.

(c) Data obtained on ibm_lagos.

Figure 7.4: Vector Field Visualisations of the reconstructed states using the single-qubit state tomography
protocol from Section 7.2 using 20, 000 shots on qubit 1 of ibm_lagos. The heat-map indicates the purity
of the reconstructed quantum state and the horizontal red line in the colour scale indicates the average
purity of the states.
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Ry (θ) Rz (φ) Delay (t)q

Figure 7.5: Quantum state-preparation circuit used to visualise the effect of state degradation over time.
The original protocol is obtained by setting the delay time t = 0. Increasing t shows the errors that arise
in idle open-quantum systems. On IBM Quantum chips, t is given as a multiple of a specific time dt. On
ibm_lagos, dt = 2

9 ns.

quality (purity of 0.999 on average) with no rotational errors, confirming the correctness of the
workflow’s implementation. The slight variability in these results illustrates the small errors
that occur due to finite samples.

The second experiment, Figure 7.4b, consists in performing QST on data obtained from a
simulator of a noisy quantum computer. IBM’s Q-Hub tracks various performance properties of
their qubits (e.g., gate and measurement errors) and provides an interface to perform noisy sim-
ulations using these properties. As expected, this procedure yields less consistent reconstructed
states (purity 0.983, on average). Most notably, the simulated noisy qubit performance shows
no rotational errors and is very homogeneous regardless of the quantum state that is being
inspected.

The third and most interesting experiment, Figure 7.4c, consists in performing the state
tomography protocol with real data from the ibm_lagos quantum chip. Three interesting ob-
servations can be made when comparing this result to the two simulations: (1) This is the first
data-set where the vector field arrows are visible, indicating a type of rotational error that is
not captured by the simulations; (2) The purity of the reconstructed states is more heteroge-
neous than the simulators; (3) the purity of the reconstructed states is similar in average to the
noisy simulator (0.983 compared to 0.972) but has a notably higher standard deviation (0.004
compared to 0.013). All of these observations indicate the potential for a state-dependent er-
ror model to better capture this qubit’s performance. Overall, the value of the VFV approach
is highlighted by the distinct motifs that are clear in each of these figures and may provide
inspiration for new qubit performance measures and noise mitigation schemes.

7.3.2 Visualisation of State Degradation

One of the primary uses of data visualisation tools like the VFV is to examine features of qubit
performance that are not captured by current QC simulators. This can provide inspiration
for which features could make simulators more faithful proxies of real-world QC hardware. To
illustrate this point, this section explores the impact of adding a delay(t) instruction into the
state preparation protocol, as shown in Figure 7.5. In this circuit the state preparation procedure
used in the original protocol is now followed by a delay during which the qubit experiences the
effects of an open-quantum system before the QST measurements are performed. Note that this
delayed QST experiment would produce identical results in the case of closed-system simulations
that are considered in Figure 7.4. This type of experiment is only interesting on QC hardware
or simulations of open-quantum systems [220, 221].

Results of the time delay experiments are shown in Figure 7.6. Two notable observations
can be made from these results. First we can see that the average of the state’s purity degrades
steadily, starting with an average value of 0.972, degrading to 0.959 and then 0.945 as the delay
duration is increased. The second observation is that the rotational error of the state is also
increasing steadily and non-uniformly with time; notice how the rotational bias at the top of
the VFV (i.e., close to the |0〉 state) is very different from the bottom (i.e., close to the |1〉
state). It is also surprising to see a systematic rotational shift from left to right that appears to
be state-dependent. Although this study is only a proof-of-principle, it highlights the potential
usefulness of VFV for designing models of open-quantum systems and provides some intuition
for what decoherence looks like on this QC hardware.
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(a) Data obtained on ibm_lagos with a delay of t = 0 dt.

(b) Data obtained on ibm_lagos with a delay of t = 800 dt.

(c) Data obtained on ibm_lagos with a delay of t = 1600 dt.

Figure 7.6: Vector Field Visualisations of the reconstructed states of the state preparation with delay
circuit using 20, 000 shots on qubit 1 of ibm_lagos using three different delay values. The heat-map
indicates the purity of the reconstructed quantum state and the horizontal red line in the colour scale
indicates the average purity of the states.
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7.4 Signatures of Single-Qubit Data Corruption
In this section we explore how different QST reconstruction methods can be combined to iden-
tify additional issues with the performance of individual qubits. In particular, we compare
reconstructed states using the MLE method with those produced by the Linear Regression (LR)
method [217]. In short, LR QST identifies a density matrix that minimises the difference be-
tween the observed and predicted measurement probabilities. For a single qubit system, the LR
method solves the following optimisation task on the Bloch sphere,

~aLR
out = arg min

‖~a‖≤1

∑
~u

(1 + ~u · ~a− 2p~u)2. (7.13)

Using the statistical error analysis from Section 7.2.3, we find that the 99-th percentile of the
Euclidean distance error of LR is less than 0.02 for 20,000 observations, which is comparable to
the MLE method.

The key insight of this section is that the difference in purity between the reconstructed
states of MLE and LR should be very small, but in practice is it not always the case. Specif-
ically, when using identical input statistics, the 99-th percentile of the Euclidean distance be-
tween the state estimates of MLE and LR is also less than 0.02 with 20,000 observations (i.e.,
P
[∣∣∣‖~aLR

out‖ − ‖~aMLE
out ‖

∣∣∣ ≤ 0.02
]
≥ 0.99). However, in practice, we observe that some qubits pro-

duce data where the differences between the quantum states reconstructed by MLE and LR
cannot be reasonably explained by statistical fluctuations, as shown in Figure 7.7. This suggests
that the the measured statistics of these qubits are corrupted after the state preparation occurs.
It is likely that the elementary rotations Ry(−α) and Rz(−β) used for changing measurement
basis introduce state-dependant errors that are incompatible with the QST models considered in
this work. Nevertheless, the analysis in Figure 7.7 indicates that combining multiple tomography
methods can be a useful and effective tool for identifying signatures of data corruption.

7.5 Open-Source Software Implementation
In the last couple of years, IBM’s Qiskit Python package has emerged as a de facto standard
for gate-based QC and can be used to access a wide variety of hardware platforms, even beyond
those provided by IBM. As such, the libraries developed in this work leverage Qiskit for data
collection on QC hardware. Even though Qiskit is the only supported framework for the moment,
particular attention has been given to enable extending to other frameworks in the future.

The single-qubit QST protocol presented in this work is organised into two packages: sqt and
sqmap. The first package, sqt (short for Single-Qubit Tomography), implements all the functions
and interfaces to perform a single-qubit QST efficiently. In particular, it provides various single-
qubit tomography basis and quantum state reconstruction methods. sqt also provides ways to
parallelise a single-qubit experiment over all the available qubits in QC hardware for a quick
assessment of the qubit performance across a full-chip. The second package, sqmap (short for
Single-Qubit Map), provides various ways of visualising single-qubit tomography results obtained
with sqt, such as the VFV figures presented in this work.

All of the QST procedures and plotting facilities used in this paper are available as open-
source at https://github.com/nelimee/sqt and https://github.com/nelimee/sqmap and
can be used freely by anyone to benchmark their QC platform. Installation of these packages
can be done with the official Python package manager pip.

7.6 Conclusion
As the variety of quantum computing platforms continues to increase so does the need of tools
to inspect their performance characteristics. In this work we have demonstrated that quantum

https://github.com/nelimee/sqt
https://github.com/nelimee/sqmap


7.6. Conclusion 151

(a) Data obtained on ibmq_belem and reconstructed with MLE.

(b) Data obtained on ibmq_belem and reconstructed with LR.

(c) Reconstructed quantum states where the absolute purity difference between MLE
and LR reconstruction methods is above the 0.02 threshold.

Figure 7.7: A comparison of the quantum state reconstruction methods MLE and LR on qubit 3 of
ibmq_belem, where the reconstruction methods do not entirely agree. Each post-processing method is
given the same raw data from ibmq_belem.
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state tomography of individual qubits is a viable approach for inspecting qubit performance,
although similar procedures are unlikely to scale to much larger systems due to the notable
data collection requirements. Through the careful design of data collection, state reconstruction
and result visualisation, this work illustrates that the proposed QCVV procedures can highlight
elusive patterns in qubit performance that are difficult to capture with simpler metrics. The
results indicate that there is room for improvement on the simulation models that are currently
used and highlight the importance of modelling open-quantum system effects at medium time
scales. A careful comparison different tomography methods also indicates that more general
models for quantum state tomography should be considered to better capture the exotic effects
that can be observed is current QC platforms. We hope that the proposed QCVV procedure
and vector field visualisation will be a valuable tool for the quantum computing community in
evaluating qubit performance and have provided the implementation as open-source to support
that aim.
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8
Conclusion

Since the introduction of the Harrow-Hassidim-Lloyd (HHL) algorithm in 2008, the field of
quantum computing has seen a lot of work targeting scientific computing problems. From new
algorithms to drastic improvements of the software stack, the state of the quantum computing
field has experienced tremendous changes. We conclude this document by restating some of the
most important results obtained in this thesis and pointing out promising works and important
problems related to the application of quantum computing to the field of scientific computations.

8.1 Important results
New software able to profile quantum programs. In Chapter 3 we saw that quantum
circuits resulting from the implementation of quantum algorithms can contain more quantum
gates than could potentially be printed in this manuscript (several billions). Such implemen-
tations often result from the nested calls of several quantum algorithms. Moreover, modern
software development “best-practices” encourage the use of self-contained and short “functions”
which, if followed when implementing quantum algorithms, lead to even more levels of nesting
and larger call-graphs. The task of debugging and optimising these often very large implemen-
tations is made unnecessarily complex by the lack of efficient, synthetic and human-readable
visualisation. We have fixed this problem by providing qprof, an open-source, multi-framework,
and efficient profiler able to quickly analyse complex quantum circuits and output reports in
different human-readable formats.

Quantum program compilation. We showed in Chapter 5 that quantum program compilers
can be substantially improved by taking into account the most up to date hardware calibrations
and using gates that do not change the qubit ordering as the Bridge gate. New work tackling the
problem of compiling quantum circuits introduced problem-specific compilation algorithms, able
to generate optimised quantum circuits for specific applications. But as noted in Section 4.6.2,
most of the compilers targeting quantum programs are only able to work on “flattened” quantum
circuits which (1) is radically different of the approach took by classical compilers and (2) will
lead to large inefficiencies for large quantum circuits.

Improved quantum hardware characterisation. Chapter 7 showed a new method to reli-
ably visualise errors happening on single-qubit operations. In this work, we show that there is a
measurable and consistent noise affecting the qubit state that is not accounted for in hardware
calibration and hardware noise models. Such works are the first step for an improved under-
standing of the errors a quantum hardware can be subject to. It has the potential to lead to
improvements of the error models used to simulate quantum noise and can help devising ways
to correct these errors directly at the hardware level, either by tuning each qubit or by fixing
the physical process causing these errors.

Implementation of quantum “oracles”. When analysing the quantum wave equation solver
implementation presented in Chapter 3 we realised that “oracles”, quantum circuits that encodes
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classical information such as a matrix entries in a format usable by a quantum computer, were
the major source of inefficiencies of the implementation. Aside from the fact that the tasks of
prior analysis, implementation and debugging leading to a correct oracle implementation were
very time consuming and extremely complex, our analysis with qprof showed that our initial
implementation was inefficient. The implementation only reached a “reasonably optimised” state
after a few manual iterations, which increased again the time spent implementing the oracle.
These observations indicate that automatic generation approaches might be worth exploring.
As noted in Section 3.5, a few work (HODL [112] and the Classiq start-up [113]) have already
started to explore these approaches, and more work should be performed to evaluate the quality
of the generated implementations.

Improvements in variational quantum algorithms. As shown in Chapter 6, variational
quantum algorithms are still facing challenges preventing them from scaling to bigger problem
sizes. Part of these challenges are due to hardware imprecisions and can be partly mitigated with
the help of quantum error mitigation techniques such as dynamical decoupling or measurement
error mitigation. But the Barren plateau phenomenon is imposing drastic requirements to
both the cost function and the ansatz used, as well as good initialisation strategies. The Barren
plateau phenomenon implications on the ability of variational quantum algorithms to solve large
problem is a crucial research direction to continue improving our understanding of variational
algorithms.

8.2 Research perspectives

The work presented in this manuscript improved over the state of the art in several domains,
from compilation of quantum programs to the analysis of complex quantum programs. This
section present a few of the research perspectives that we consider to be interesting paths to
explore in the future.

“Hierarchical” quantum compilation. Most of the state of the art compilers for quan-
tum programs have been designed to compile a “flattened” quantum circuit, only containing
hardware-native quantum gates. In order to perform the compilation, they start the process by
“unrolling” the quantum subroutines, a step also called “inlining” in classical computing and
that consist in replacing a call to a given subroutine by its implementation.

This behaviour is beneficial for very small quantum circuits as it allows the compiler to have a
global vision of all the quantum gates present in the circuit and enable the possibility to perform
even more optimisations. But such an approach for larger circuits can lead to compiling the
exact same sequence of gates several times (i.e., missed opportunities) and makes it impossible
to use some tools (such as qprof) to analyse the compiled program.

We think that a hierarchical compiler able to compile quantum programs without “flattening”
them unconditionally, inspired from what is done in classical compiler with the processes of
selective inlining of functions, will improve drastically the performance of current quantum
compilers and may even allow these compilers to improve the overall optimisation by selectively
spending more computational time optimising some high-cost routines.

New initiatives such as the Quantum Intermediate Representation (QIR) or OpenQASM 3.0
that try to introduce new standards to represent quantum computation will help standardising
compilers and might even be able to leverage existing compiler infrastructures like LLVM to
compile quantum programs.

Improvements to qprof. The qprof and qcw tools got a few very positive feedback from the
quantum computing community but have some limitations. One of the first and most evident
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improvement that would benefit to the whole community would be to increase the number of
frameworks supported by qcw, the quantum circuit wrapper. Implementing a plugin to support
OpenQASM 3.0 would allow qprof to support all the quantum computing frameworks capable
of exporting to OpenQASM 3.0, which we think will be the case of most frameworks as the
OpenQASM 3.0 language will probably become a standard.

Adding new exporters to qprof is also a very interesting as it would be directly usable for any
quantum computing framework already implemented. We particularly think that Flamegraphs
would be a very good improvement.

Finally, we would like to improve the internals of qprof to allow the benchmark of non-
additive quantities such as an estimate of the error-rate of each subroutine or the topology
required to execute each subroutine.

Improvement of the development ecosystem. When performing the different implemen-
tations presented and analysed in Chapters 3 and 6, we found that a lot of the classical tools
made to help developers were missing to the quantum ecosystem. For example, there is currently
no standard way to distribute implementations, analogous to libraries in classical computing.
This is mostly due to the fact that there is no standard interface or language in the quantum
computing field. The introduction and universal recognition of a standard will take time, but
will help tremendously the field and community.

Answering the question of inputs and outputs. The problem of constructing oracles is
the visible face of a greater and more fundamental problem in quantum computing: how can
we input classical data into a quantum computer? Here classical data can be anything from the
coefficients of a matrix (as studied in Chapter 3) or the right-hand side of a system of linear
equations (as needed in the VQLS algorithm from Chapter 6).

A very related problem consist in performing the opposite operation: how can we “output”
data from a quantum computer? Or more precisely, what classical problems only requires the
type of information that can be extracted from a quantum computer at a reasonable cost?

We think that these questions of input and output are crucial to answer for the future of
quantum computing, even more importantly for its potential applications to scientific computing
in which one needs to encode right-hand sides of systems of linear equations, initial or boundary
conditions of partial differential equations or even constraints for optimisation problems.
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